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Extended abstract 

Introduction 

Accurate streamflow prediction is essential for water resources management and flood control. Due to the 

complex and nonlinear behavior of streamflow, traditional models are often inadequate. Machine learning 

and deep learning algorithms offer more robust solutions; however, their accuracy can be affected by 

sudden climatic fluctuations. Consequently, employing hybrid methods is necessary to improve prediction 

accuracy. The literature review reveals that, despite the high capabilities of machine learning models, a 

research gap still exists in managing multi-scale fluctuations in streamflow data. This underscores the 

necessity of using hybrid approaches to enhance prediction accuracy. The innovation of this study is a 

hybrid framework that simultaneously models both long-term patterns and short-term fluctuations by 

integrating wavelet analysis, used to decompose the streamflow signal, with a powerful deep learning 

model. 

Materials and methods 

In this study, to predict the streamflow of the Kurkursar River in Nowshahr, hydrological data including 

daily precipitation and river discharge over a 20-year period at a daily resolution were utilized. The input 

variables included daily precipitation (Pt) and streamflow with time lags of one, two, and three days (Qt−1, 

Qt−2, Qt−3). Before the modeling process, data preprocessing was performed, which included reconstructing 

missing data, removing anomalous data (outliers), and normalizing the values to improve data quality and 

enhance their reliability in hydrological analyses. The hydrological data from the watershed were divided 

into three subsets: training (70%), validation (15%), and testing (15%). Four streamflow prediction 

scenarios were selected based on Pearson correlation coefficient analysis to identify sensitive variables and 

determine the model inputs. The river streamflow modeling process was carried out using two algorithms: 

Random Forest (RF) and the deep learning Long Short-Term Memory (LSTM) recurrent neural network. 

Furthermore, to enhance the accuracy and improve the generalizability of the models, various wavelet 

transform methods, including Daubechies 4 (Db4), Haar, and Mexican Hat wavelets, were used to extract 

multi-scale features and combine them with the input data for the RF and LSTM models. This hybrid 

approach facilitated the identification of complex spatio-temporal patterns in the hydrological time series. 

After the final evaluation of the prediction models' performance, the Daubechies 4 (Db4) wavelet transform 

was employed to optimize their coefficients and structural parameters. Performance evaluation metrics, 

including the Coefficient of Determination (R²), Mean Absolute Error (MAE), Root Mean Square Error 

(RMSE), Percent Bias (PBIAS), Mean Absolute Percentage Error (MAPE), and Kling-Gupta Efficiency 

(KGE), were used to assess the accuracy of the models' predictions. Ultimately, the optimal models were 

selected based on a comparative analysis of these quantitative criteria. Additionally, for data analysis and 

visual presentation of the results, various plots were used, including scatter plots, time series of observed 

and predicted data, and error distributions such as error histograms, normal density curves, cumulative 

distribution functions of errors, and quantile-quantile (Q-Q) plots. 
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Results and discussion 

The results showed that in streamflow prediction, previous time steps (different lags) were the most 

important variables for predicting all subsequent horizons. The final results regarding the model scenarios 

indicated that the first scenario (S1), which only used the precipitation variable, was the weakest performer 

in all cases. Furthermore, the sixth scenario (S6), which utilized all available variables (Pt,Qt−1,Qt−2,Qt−3), 

had the best performance in the training and testing phases for both standalone and hybrid models. The 

research findings indicated that the hybrid Random Forest-Wavelet (RF-Wavelet) model had the best 

performance in both the training (R²=0.907, RMSE=0.0192) and testing (R²=0.942, RMSE=0.0106) phases. 

Additionally, the standalone Long Short-Term Memory (LSTM) deep learning model had the weakest 

performance in the training (R²=0.499, RMSE=1.6) and testing (R²=0.579, RMSE=1.149) phases. The 

findings also showed that the Daubechies 4 wavelet , when combined with the Random Forest model, was 

able to reduce the error of the standalone RF model by approximately 55%. Additionally, the wavelet, when 

combined with the LSTM model, was able to increase the prediction accuracy by approximately 39%. 

Furthermore, a comparison of the wavelet-hybrid models showed that the RF-Wavelet model reduced the 

error by approximately 23% compared to the hybrid LSTM-Wavelet model. 

 

Conclusion 

In this research, various wavelet transform models, including Daubechies 4, Haar, and Mexican Hat, were 

utilized for integration with RF and LSTM algorithms. Quantitative and qualitative analyses showed that 

the Daubechies 4 wavelet transform had significant superiority in improving streamflow prediction 

accuracy compared to other wavelet types within both RF and LSTM model frameworks. Therefore, this 

type of wavelet transform was selected and used as the primary basis for integration with these two 

prediction models. Examination of the error distribution pattern in the training data indicates a major 

concentration of error values in regions adjacent to zero. The distribution of errors was observed to be 

approximately symmetrical and showed considerable consistency with a normal distribution. This pattern 

signifies the model's satisfactory accuracy in the training and data-fitting process. Ultimately, the present 

study focused on the development of data-driven models to determine the optimal combination of predictor 

variables for modeling and predicting river streamflow. This research demonstrated that integrating the 

Daubechies 4 wavelet transform with the Random Forest (RF) model served as the optimal and superior 

approach for predicting hydrological streamflow in the present case study. The aforementioned hybrid 

model, in addition to significantly enhancing performance compared to standalone models by reducing 

prediction error by up to 55%, showed notable superiority over complex deep learning models, including 

LSTM and its associated hybrid combinations. This achievement highlights the importance of extracting 

multi-scale time-frequency features using the wavelet transform and emphasizes its pivotal role in 

improving the accuracy and generalizability of hydrological streamflow predictions, even in comparison to 

advanced architectures of deep temporal models. 
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  ینیبشیپ یبرا موجکی قیو عم نیماش یریادگی یهاتمیکاربست الگور

 نوشهرکورکورسر رودخانه  انیجر
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 مبسوط یدهچک

 مقدمه

 ان،یجر یرخطیو غ دهیچیرفتار پ لیدلاست. به یضرور لابیآب و کنترل س تیریمد یرودخانه برا انیجر قیدق ینیبشیپ

یائه مار یترشرفتهیپ یهاحلراه قیعم یریادگیو  نیماش یریادگی یهاتمیلازم را ندارند. الگور ییکارا یسنت یهامدل

 یریکارگبه ،ینیبشیبهبود پ یرو، برا نی. از اردیگیقرار م یمیاقل یهاننوسانات ناگ ریها تحت تأثاما دقت آن دهند،

 ن،یماش یریادگی یهامدل یبالا یکه با وجود توانمند دهدینشان م نهیشیاست. مرور پ یضرور یبیترک یهاروش

موضوع،  نیرودخانه وجود دارد. ا انیجر یهادر داده یاسینوسانات چندمق تیریمد نهیدر زم یقاتیهمچنان شکاف تحق

 کیدر ارائه  پژوهش نیا ی. نوآورسازدیآشکار م ینیبشیدقت پ شیافزا یرا برا یبیترک یهاروش یریکارگضرورت به

به  قدرتمند، قیعم یریادگیمدل  کیو  انیجر گنالیس هیتجز یموجک برا لیاست که با ادغام تحل ترکیبیچارچوب 

.کندیم یسازمدت را مدلدمدت و نوسانات کوتاهبلن یطور همزمان الگوها
 

  هامواد و روش

شامل بارش روزانه و  یکیدرولوژیه یهارودخانه کورکورسر نوشهر، از داده انیجر ینیبشیمنظور پ، بهپژوهش نیدر ا

 یو دب (tP)ه شامل بارش روزان یورود یرهای. متغدشاستفاده ساله و سطح روزانه  20 یبازه زمان دررودخانه  انیجر یدب

 پردازششیپ ،یسازمدل ندیااز انجام فر شیپ .بودند (Qt-1, Qt-2, Qt-3)روزه  دو و سه ک،ی یزمان تاخیرهایبا  انیجر

منظور به ریمقاد یساز)خارج از محدوده نرمال( و نرمال پرت یهاگمشده، حذف داده یهاداده یها شامل بازسازداده

 یهاه، دادپژوهش نی. در ارفتیانجام پذ یکیدرولوژیه یهالیها در تحلاعتماد آن تیقابل شیها و افزاداده تیفیبهبود ک

 و( درصد 1۵) اعتبارسنجی ،(درصد 70آموزش ) جموعهرمیبه سه ز زیآبخ حوزه یکیدرولوژیه انیجر شیحاصل از پا

منظور هب رسونیپ یهمبستگ بیضر لیبر اساس تحل انیجر ینیبشیپ یوی. چهار سناردش کتفکی( درصد 1۵) آزمون

از  یریگرودخانه با بهره انیجر یسازمدل ندیاانتخاب شدند. فر هامدل یهایورود نییحساس و تع یرهایمتغ ییشناسا

ه کوتا یحافظه طولان قیعمیادگیری  یبازگشت ی( و شبکه عصبRF) یشامل جنگل تصادف نیماش یریادگی تمیدو الگور

 یکموج لیتبد یهاها، روشمدل یریپذمیتعم تیقابلدقت و بهبود  شیمنظور افزابه ن،ی( انجام شد. همچنLSTM)مدت 
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( جهت Mexican Hat) یکی( و موجک کلاه مکزHaarموجک هار ) ،(Dabchiz 4) 4نوع  زیازجمله موجک دابش یمتنوع

استفاده قرار گرفتند.  مورد LSTMو  RF یهامدل یورود یهاها با دادهآن بیو ترک یاسیچندمق یهایژگیاستخراج و

نمود.  لیرا تسه یکیدرولوژیه یزمان یهایدر سر دهیچیپ ییفضا-یزمان یالگوها ییامکان شناسا یبیترک کردیرو نیا

 یساختار یهافراسنجهو  بیضرا یسازنهیمنظور بهبه ،ینیبشیپ یهاعملکرد مدل یینها یابیارز ندیاپس از اتمام فر

(، R²) نییتع بیعملکرد شامل ضر یابیارز یها( به کار گرفته شد. شاخصDb4) 4نوع  زیشموجک داب لیها، تبدآن

درصد قدر  نیانگی(، مPBIAS) نااریبی(، درصد RMSEخطا ) مربعات نیانگیم شهی(، رMAEقدر مطلق خطا ) نیانگیم

کاربرده ها بهمدل یهاینیبشیبودن پ قیسنجش دق( جهت KGEگوپتا )-نگیکل یوربهره بی( و ضرMAPEمطلق خطا )

منظور هب ن،یانجام گرفت. همچن یکم یارهایمع نیا یاسهیمقا لیتحل اسها بر اسمدل نیترنهیانتخاب به ت،یشدند. درنها

ینیبشیو پشده مشاهده یهاداده یزمان یهای، سریپراکندگ یاز نمودارها ج،ینتا یبصر هئها و اراداده لیتحل و هیتجز

چندک -چندک یخطا و نمودارها یتجمع عیزنرمال، تابع تو یچگال یخطا، منحن ستوگرامیخطاها ازجمله ه عی، توزشده

 .دشاستفاده 

 

 نتایج و بحث

 انیجر ینیبشیدر پ ریمتغ نیترمهم خیرهای مختلف(ی )تأقبل یهاگام، رودخانه انیجر ینیبشیپدر نشان داد که  جینتا

( که فقط از متغیر 1Sوهای مدل نشان داد که سناریوی اول )ینتایج نهایی در خصوص سنار .است یبعد یهاتمام افق

همچنین سناریوی . دشانتخاب ی نیبشیپترین عملکرد در عنوان ضعیفهدر تمامی حالات ب ،نمایدمی استفاده (tQ) بارش

آموزش و  مرحلهدارای بهترین عملکرد در  (tP ،1-tQ ،2-tQ ،3-tQ) بردمی ( که از تمامی متغیرهای موجود بهرهS6ششم )

جک مو-جنگل تصادفیترکیبی پژوهش نشان داد که مدل های یافته .بوده است ترکیبیمنفرد و های آزمون برای مدل

(Wavelet-RF( در دو حالت آموزش )02=.907R ،0192.RMSE=0( و آزمون )02=.942R ،0106.RMSE=0 دارای )

ترین ضعیف( دارای LSTM) کوتاه مدت یحافظه طولانهمچنین مدل منفرد یادگیری عمیق  .بوده است بهترین عملکرد

ها همچنین یافته. ( بوده است02R ،149.RMSE=1=.579( و آزمون )02R ،6.RMSE=1=.499آموزش ) مرحلهعملکرد در 

درصد خطای مدل منفرد  ۵۵توانسته است با ترکیب با مدل جنگل تصادفی حدود  4نشان داد که مدل موجک دابشیز 

RF همچنین مدل موجک در ترکیب با مدل  .را کاهش دهدLSTM  را افزایش ی نیبشیپدقت  39توانسته است حدود

درصد نسبت  23حدود  RF-Waveletترکیب شده با موجک نشان داد که مدل ترکیبی های همچنین مقایسه مدل .دهد

    . خطای مدل را کاهش دهد LSTM-Wavelet ترکیبیبه مدل 

 

  گیرینتیجه

 یبرا یکی، موجک هار و موجک کلاه مکز4 زیموجک شامل موجک دابش لیمختلف تبد یهاپژوهش، از مدل نیدر ا

نشان  یفیو ک یکم یهالیشده است. تحل یبرداربهره LSTM یهاو شبکه RF نیماش یریادگی یهاتمیبا الگور قیتلف

ها در هر دو چارچوب انواع موجک ریرودخانه نسبت به سا انیجر ینیبشیدر بهبود دقت پ 4 زیموجک دابش لیکه تبد ادد

 نیادغام با ا یبرا یاصل یعنوان مبناموجک به لینوع تبد نی، ارونیداشته است. ازا یداریمعن یبرتر LSTMو  RFمدل 

ه دهندآموزش نشان یهاخطا در داده عیتوز یالگو یاستفاده قرارگرفته است. بررس انتخاب و مورد ینیبشیدو مدل پ

 یشده و سازگارصورت تقارن دوطرفه مشاهدهبه باًیخطاها تقر عیمجاور صفر است. توز یخطا در نواح ریتمرکز عمده مقاد

ها دهدا رازشآموزش و ب ندیدقت مطلوب مدل در فرا انگریالگو ب نینرمال از خود نشان داده است. ا عیبا توز یتوجهقابل

ینیبشیپ یرهایمتغ بیترک نیترنهیبه نییتع منظوربرداده به یمبتن یهامطالعه مذکور به توسعه مدل ت،یدرنها .است

 لینشان داد که ادغام تبد یقیطور دقپژوهش به نی. ادشرودخانه متمرکز  انیجر ینیبشیو پ یسازمدل یکننده برا

 رددر مو یکیدرولوژیه یهاانیجر ینیبشیو برتر در پ نهیبه کردیعنوان روبه RF یبا مدل جنگل تصادف 4 زیدابشموجک 

با  ،یمحورتک یهالبه مدتوجه عملکرد نسبت مذکور، علاوه بر ارتقاء قابلترکیبی مطالعه حاضر عمل کرده است. مدل 

 LSTMازجمله  ق،یعم یریادگی دهیچیپ یهانسبت به مدل یشاخص یدرصد، برتر ۵۵تا حدود  ینیبشیپ یکاهش خطا
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با  یفرکانس-یو زمان یاسیچندمق یهایژگیاستخراج و تیدستاورد، اهم نیمرتبط نشان داده است. ا ترکیبی باتیو ترک

 یهاانیجر ینیبشیپ میتعم تیآن در بهبود دقت و قابل یو بر نقش محور سازدیموجک را برجسته م لیاستفاده از تبد

 .کندیم دیتأک یزمان یهامدل شرفتهیپ یهایبا معمار سهیدر مقا یحت ،یکیدرولوژیه

هار ، موجکیکیموجک کلاه مکز، ضریب پیرسونی رودخانه، جنگل تصادفی، نیبشیپ :های کلیدیواژه

 مقدمه

 رینظ یعوامل متعدد ریرودخانه تحت تأث انیجر

 یهایژگیو نیو تعرق، و همچن ریدما، تبخ ،یبارندگ

قرار دارد  آبخیز حوزه هایویژگیو  یاراض یکاربر

(Adnan et al., 2019) .اعتماد و قابل قیدق ینیبشیپ

 یاتیح تیرودخانه از اهم انیجر یکیدرولوژیه پویای

 یزیربرنامه ،یکیدرولیههای سازه یمهندس یدر طراح

 تیریو مد یبرداربهره یسازنهیمنابع آب، به صیتخص

 برخوردار است زیآبخ یهاحوزهجامع منابع آب در 

(Roy and Singh, 2020) . 

رودخانه  انیجر ینیبشیپ یهاراستا، مدل نیدر ا

بر اصول  یمبتن یهامدل یکل دسته عموماً به دو

 شوندیم یبندمیمحور تقسداده یهاو مدل یکیزیف

(Solomatine and Ostfeld, 2008). یمفهوم یهامدل 

 یادیبر اصول بن یمبتن یکردهایاز رو ییهانمونه

بر  یمبتن یهامدل کهیدرحال روند،یبه شمار م یکیزیف

در زمره  یآمار یهاو مدل نیماش یریادگی یهاروش

 ,.Wu et al) قرار دارندمحور و داده یتجرب یهامدل

2010).  

 واسنجی ندیافر ،یکیزیف سازیمدلدر چارچوب 

 فیو تعار یاهیپا هایهیو اعمال فرض رشیپذ ازمندین

است تا صحت و اعتبار  یندیفرا یهافراسنجه قیدق

منظور به یکیزیف یهاد. مدلشو نیمدل تضم

 یسدستر ازمندین یکیدرولوژیه یندهایافر یسازهیشب

از  داریق و پایگسترده، دق یاداده یهابه مجموعه

 یهاحوزهکه در اغلب  هستند یکیدرولوژیه متغیرهای

و  یمال ،یفن یهاتیمحدود لیدلبه ز،یآبخ

 یهایها با دشوارداده نیا یآورجمع ،یطیمحستیز

 . شودیفراوان مواجه م

 و یکاربرد تیمنجر به کاهش قابل هاتیمحدود نیا

 یهاطیو مح یعمل طیدر شرا یکیزیف یهادقت مدل

1 Artificial Neural Networks (ANN) 
2 Support Vector Machines (SVM)

 یهامدل .(Ragettli et al., 2014) دشویم انهیگراواقع

 کی( اهیجعبه س یهاعنوان مدل)به نیماش یریادگی

و  هدیچیپ یندهایافر سازیمدل یبرا نیگزیجا کردیرو

 نیا یاصل یژگیو نی. بنابراندشویمحسوب م یرخطیغ

 یرهایمتغ نیب داریرابطه پا کیها، استخراج نوع مدل

 میبدون در نظر گرفتن مستق یخیتار یو خروج یورود

 یبزرگ تلق تیمز کیعنوان هکه ب استله أمس کیزیف

 . (Kumar et al., 2016) دشویم

 یدیکل یاربردهااز ک یکیاست که  یهیبد

جامع  تیریدر حوزه مد نیماش یریادگی یهاتمیالگور

 یکیدرولوژیه انیجر ینیبشیو پ سازیمدلمنابع آب، 

 یزیردر برنامه یامر نقش محور نیکه ا ،استها رودخانه

و  یلابیس یندهایامنابع آب، کنترل فر نیتأم

 .دینمایم فایهوشمند ا یاریآب یهاسامانه یسازنهیبه

مجموعه  لیمحور با تحلداده یهاسامانه نیا

مانند  یمیاقل هایفراسنجهازجمله  یخیتار یهاداده

 یو دب یرسطحیز هیدما، رطوبت خاک، تغذ ،یبارندگ

ه و نهفت یالگوها ییاستخراج و شناسا تیرودخانه، قابل

را دارا هستند.  یکیدرولوژیه یندهایافر دهیچیپ

 یعصب یهاشبکههمچون  یاشرفتهیپ یهاتمیالگور

 یریادگی یهاو روش 2بانیبردار پشت نی، ماش1یمصنوع

 یریپذمیبالا و تعم ینیبشیضمن ارائه دقت پ 3قیعم

و  قیدق یورود یهابه داده یمناسب، به کاهش وابستگ

یدازمنیتبع آن ضمن کاهش نگسترده کمک نموده و به

 یو اثربخش ییکارا شیباعث افزا ،یمحاسبات یها

 یهانسبت به مدل یکیدرولوژیه یهامدل یاتیعمل

 . ندشویم یسنت یاضیر-یکیزیف

در  یتوجهقابل ییتوانا قیعم یریادگی یهامدل

 یهامرتبط با داده یهاتیکاهش عدم قطع

عمده  یایاز مزا .(Lin et al., 2021)دارند  یکیدرولوژیه

و  دهیچیپ یهایژگیاستخراج و تیقابل کردها،یرو نیا

3 Deep Learning (DL)
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صورت خودکار به یکیدرولوژیه یهااز داده یچندبعد

 یبه مداخله انسان ازیتوجه نهش قابلاست که موجب کا

 ,.Xu et al) دشویم هایژگیو یدر انتخاب و مهندس

در  قیعم یریادگیخصوص، استفاده از به .(2022

 یهابلندمدت در داده یزمان یهایوابستگ سازیمدل

یم شیرا به نما یزیمارودخانه، عملکرد مت انیجر

با حفظ و  LSTM یهابر شبکه یمبتن یها. مدلگذارد

گذشته، قادر به  یدادهایاطلاعات مرتبط با رو گسترش

انات نوس لیو تحل دهیچیپ یرخطیغ یالگوها ییاشناس

 بالا هستند.  ییها با دقت و کاراداده یزمان

رودخانه در  انیجر ینیبشیمذکور در پ تیقابل

 تیاز اهم دهیچیپ یمیاقل طیبا شرا آبخیز یهاحوزه

 Latif؛ Khosravi et al. , 2022) برخوردار است ییبسزا

and Ahmed, 2023 .)راستا،  نیدر اKratzert et al., 

، LSTM قیعم یریادگیمدل  یریکارگبا به (2019)

 جیقرار دادند. نتا ینیبشیرودخانه را مورد پ انیجر

بت مدل نس نیتوجه اقابل یبرتر انگریمذکور ب پژوهش

 ینیبشیدر دقت پ یکیدرولوژیه یسنت یهابه روش

  .استرواناب 

Obeta et al., (2020) قیعم یریادگی یهامدل 

LSTM  وGRU مورد  هیدرولوژیک ینیبشیرا در پ

با  GRUنشان داد که  یینها جینتا. قرار دادند یبررس

 LSTMمشابه  یعملکرد، کمتر یمحاسبات یدگیچیپ

 هایروش سهیمقابه  Le et al., (2021) .دهدیارائه م

 یبرا (LSTMو  FFNN ،CNN ،GRU) قیعم یریادگی

 تنامیرودخانه سرخ در شمال و انیجر ینیبشیپ

بر  یمبتنهای نشان داد که مدل یینها جینتا. پرداختند

LSTM در حضور سدها و مخازن  یتوانند حتمی

. ابندیدست  یریچشمگهای ینیبشیبالادست به پ

Rahimzad et al., (2021)  مدل  کیعملکرد  سهیمقابه

در مقابل  LSTMبر  یمبتن قیعم یریادگی

، یطخ ونیرگرس) سنتی نیماش یریادگی یهاتمیالگور

 یبرا (بانیبردار پشت نیماشو  هیپرسپترون چندلا

که  اددنشان  جینتا. پرداختند رودخانه انیجر ینیبشیپ

 نیروزانه با کمتر انیجر ینیبشیدر پ LSTMشبکه 

تحت همه نموده و ها بهتر عمل مدل ریاز سا ریمقاد

 کیتکن کی LSTMنشان داد که  هاافتهی نیا وهایسنار

در  یزمان یسر یرفتارها فیتوص یبرا یمحور قوداده

 . است هیدرولوژیک سازیمدل یهابرنامه

 درخت نیچند بیترک سازوکاربا  یجنگل تصادف

 کرده و یریجلوگ برازششیاز بروز مشکل ب، میتصم

یم شیافزا یقابل توجه زانیرا به م ینیبشیدقت پ

 یورود یهاکه داده یطیدر شرا ژهیومدل به نیا .دهد

 اریعملکرد بس، پرت باشند ریمقاد ایاغتشاش  یدارا

 یجیتدر یسازنهیبا بهداده و از خود نشان  یداریپا

 هدیچیپ یالگوها ییدر شناسا ییبالا ییتوانا، مدل

-Al)؛ Han et al. 2002) نمایدمی ارائه رودخانه انیجر

Juboori 2019 . 

با استفاده از  Sahour et al., (2021) همچنین

 ینیبشیپبه  XGBoostجنگل تصادفی و های مدل

از  ینتایج حاک .جریان رودخانه در کالیفرنیا پرداختند

ها در مدلبوده و  RFبر  XGBoostبرتری مدل 

با  سهینرمال و کم در مقا یهاانیجر سازیمدل

 . دارند یعملکرد بهتر، ادیز اریبس یهاانیجر

به مقایسه   Li et al., (2019)در تحقیق دیگری

مدل جنگل تصادفی ، (ELMیادگیری شدید )های مدل

(RF) ،پس یشبکه عصب( انتشارBPNNو ماش )بردار  نی

نتایج نشان داد  .پرداختند (SVR) رگرسیونی بانیپشت

نسبت به  ،اوج یهاانیجر ینیبشیدر پ RFمدل که 

دقت  نیبالاتر ELMو مدل  داشته یبرتر گرید یهامدل

 ,.Pham et al. کم را نشان داد یهاانیجر ینیبشیپ

 یهادر برابر مدل RFهای ی مدلابیارزبه  (2020)

 ینیبشیپدر  (MLRچندگانه ) یخط ونیرگرس

از  یناش زیآبخ یهاروزانه در حوزه انیمدت جرکوتاه

 در RFکه  نتایج نشان داد .پرداختند بارش و ذوب برف

از ذوب برف  یناش زیآبخ یهاحوزه در MLRمقایسه با 

 .عملکرد بهتری داردمحور باران یهاحوزهبا  سهیدر مقا

دف اصلی این پژوهش، توسعه و ارزیابی یک چارچوب ه

ه بینی دقیق جریان رودخانارآمد برای پیشپیشرفته و ک

 کورکورسر نوشهر است. 

افزایی تبدیل گیری از هماین چارچوب با بهره

جنگل  های یادگیری ماشینو الگوریتم 4موجک دابشیز 

حافظه طولانی  و یادگیری عمیق (RF) تصادفی

های طراحی شده تا بر محدودیت (LSTM) مدتکوتاه

 های یادگیری ماشینهای سنتی و حتی مدلمدل

های غیرخطی، عمیق معمول در مواجهه با پیچیدگی

ها و نوسانات چند مقیاسی موجود در ناایستایی

لذا دستیابی های زمانی جریان رودخانه غلبه کند. سری
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دلمتوانایی بالاتری در  به یک مدل منعطف و پویا که

پیچیده داشته باشد و به  هایبینی پدیدهو پیش سازی

تر در مدیریت منابع آب و های آگاهانهگیریتصمیم

اتی های مطالعو بتواند شکاف کنترل سیلاب کمک کند

. استرا پوشش دهد جزء اهداف دیگر این پژوهش 

 ترکیبیچارچوب  کیپژوهش در ارائه  نیا یاصل ینوآور

 یهاموجک با مدل لیغام تبداد یبرا نینو یکردیبا رو

 است.  نیماش یریادگی

از مطالعات که از موجک صرفاً به  یاریبر خلاف بس

ه استفاداغتشاش کاهش  یبرا پردازششیعنوان ابزار پ

 یبرا یعنوان ابزاربه 4 زیموجک دابش ،کنندیم

 یدرون یهافراسنجهابرو  بیضرا میمستق یسازنهیبه

 کی کرد،یرو نیا د.شاستفاده  LSTMو  RF یهامدل

  .نمود یرا معرف یسازترکیبیاز  ترقیسطح عم

این ترکیبی  یهابه مدل قیعم یسازنهیبه نیا

)نوسانات  یمحل یهایژگیتا و امکان را فراهم ساخت

طور ها را به( دادهیکل ی)روندها ی( و سراسرعیسر

 نیا همچنین .نماید ییشناسا یهمزمان و با دقت بالاتر

 ترکیبی کردیرو نیعملکرد امند نظامصورت پژوهش به

 کیکلاس نیماش یریادگی یهارا هم در مدل شرفتهیپ

(RFو هم در مدل )قیعم یریادگی یها (LSTM )

مختلف  یهایآن در معمار ییتا کارا نموده یابیارز

  شود. دهیسنج
 

 هامواد و روش

کورکورسر در استان مازندران و  زیآبخ حوزه

در مجاورت  هضحو نیاست. ا دهششهرستان نوشهر واقع 

به  توانیها مشده که ازجمله آنچهار رودخانه واقع

در محدوده شهرستان نوشهر و  رودخانه کورکورسر

شرق آن  یلومتریدر فاصله شش ک ررودیرودخانه خ

 هحوز نیا ،یکیدرولوژیه ماتیاز منظر تقساشاره کرد. 

. ارتفاع شودیخزر شناخته م یایدر هضحوریعنوان زبه

 یایمتر از سطح در 860 باًیطور تقرمتوسط منطقه به

 درصد 3/12حدود  هضحو بیش نیانگیآزاد و م

  .است شدهنتعیی

 لومتریک ستیب یبیرودخانه کورکورسر با طول تقر

از  هضحو نیا ی. محدوده مطالعاتزدیریخزر م یایبه در

ماشالک، از  حوزه ریخزر، از شرق به ز یایشمال به در

 حوزهو از غرب به  سکیرودخانه هار هضحوجنوب به 

 ,.Khosravi et alد )شویچالوس محدود م آبخیز

در  کورکورسر نوشهر آبخیز حوزه مساحت .(2021

 79با  برابر باًینوشهر تقر یدرومتریه ستگاهیبالادست ا

 860در حدود  حوزه. ارتفاع متوسط است لومترمربعیک

متر و  1972ارتفاع آن به  نهیشیو ب ایمتر از سطح در

 . رسدیمتر م -10ارتفاع به  نهیکم

 نیا یسنجختیرو  یکیدرولوژیبارز ه یهایژگیاز و

 یآبرفت یهاتوان به وجود مخروط افکنهیم هضحو

 هدیچی(، شبکه پاسدهای)با یرسوب یگسترده، سدها

اشاره  یلابیس یهادشت یهاو پهنهی ادره یهاکانال

 یمیاقل یبندمذکور بر اساس طبقه هضحو مینمود. اقل

 900سالانه بارش آن حدود  نیانگیاست و م یاترانهیمد

 برآورد شده است.  متریلیم

در محدوده  یرودخانه اصل یحجم انیجر نیانگیم

 هثانی بر مترمکعب 2/1کورکورسر برابر با  آبخیز حوزه

 یادر بازه یحجم انیجر بیشینهشده است و محاسبه

 دهشگزارش  هثانی بر مترمکعب 78 تا 002/0از  ریمتغ

 یمکان تیموقع، 1شکل  .(Difi et al., 2023)است 

 قیصورت دقکورکورسر را به آبخیز حوزه ییایجغراف

 .دهدینشان م

پژوهش، با هدف  نیا: شناسی پژوهشروش

رودخانه کورکورسر، از  انیجر قیدق ینیبشیپ

 لیدبا تب قیو عم نیماش یریادگی یبیترک یکردهایرو

ساله  ستیب یهاپس از اخذ داده .بردیموجک بهره م

لازم )مانند  یهاپردازششیو انجام پ یبارش و دب

 یها برا(، دادهیسازگمشده و نرمال یهاداده تیریمد

بهبود عملکرد  یشدند. برا یبندمیتقس سازیمدل

ابزار  کیعنوان موجک به لیاز تبد ه،یپا یهامدل

 استفاده شد.  گنالیقدرتمند پردازش س

 انیرج یستایو ناا دهیچیپ یزمان یسر ک،یتکن نیا

کرده و با  هیتر تجزساده بسامدی یهارا به مولفه

 نیماش یریادگی یهاتمیبه الگور ،اغتشاش یجداساز

 ییها را بهتر شناساپنهان داده یتا الگوها دهدیم کانام

 عنوانبهکه در آن موجک ترکیبی  کردیرو نیکنند. ا

منجر به  کند،یهوشمند عمل م پردازشگرشیپ کی

. در شودیم یو قابل اعتمادتر ترقیدق یهاینیبشیپ

و  یآمار یارهایبا مع نهیبه یهاعملکرد مدل ت،ینها

 .(Singh et al., 2025) دش یابیارزمختلف  ینمودارها
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انجام پژوهش را نشان یند کلی فرا یروندنما ،2شکل 

 دهد. می

 

 

 
 (Merufinia et al. 2023) کورکورسر آبخیز حوزهموقعیت  -1شکل 

Fig. 1. Location of the Kurkursar Watershed (Merufinia et al. 2023) 
 

 

 
 فرایند کلی و مراحل انجام پژوهش یروندنما -2شکل 

Fig. 2. Flowchart of the overall process and stages of the research 
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که  یدفمدل جنگل تصا: (RF) مدل جنگل تصادفی

 تمیالگور کی، ارائه شد (Breiman, 2001) منیتوسط بر

 میز خانواده درختان تصما یانافراسنجهشده و نظارت

 لیاز درختان ناهمبسته تشک یااست که از مجموعه

و  یبندمسائل طبقه یبرا ییهاینیبشیشده تا پ

مانند  یانافراسنجههای روش. کند دیتول ونیرگرس

 درها داده عیتوز یرا برا یخانواده خاص جنگل تصادفی

 ییاز آنجا. (Altman and Bland, 1999) رندیگنمی نظر

 ییبالا انسیتواند وارمی منفرد میدرخت تصم کیکه 

 نیاجنگل تصادفی ، استاغتشاش کند و مستعد  جادیا

با هر درخت بر ، درختان متعدد دیرا با تول تیمحدود

می برطرف، یآموزشهای دادهانداز خودراهنمونه  یرو

 . (James et al., 2013) کند

 درخت ساخته کیدر  دودویی میتقس کیکه هر بار 

، شود(می شناخته زین میعنوان گره تقسشود )که بهمی

)بدون ها کننده ینیبشیاز پ یمجموعه تصادف ریز کی

در  ینیبشیپ یرهای( از مجموعه کامل متغینیگزیجا

نامزدها  نیکننده از اینیبشیپ کی. شودمی نظر گرفته

شود که در آن می استفاده میتقس جادیا یبرا

پاسخ در دو گره  ریمجموع مورد انتظار متغهای انسیوار

 دیدر تول یسازیتصادف ندیافر. است دهیرس کمینهبه 

شیپچند  ای کیاز انتخاب مکرر ها یژگیو رمجموعهیز

کند که می یریجلوگ میدر هر تقس یکننده قو ینیب

 . شودمی همبسته اریمنجر به درختان بس

در مورد درخت ها جنگل، همه درختانپس از رشد 

همه درختان از  یاجرا با کنندمی ینیبشیپ دیجد

، انیدر پا .نقطه داده است، هاکننده ینیبشیپ قیطر

 یبرچسب برا طبقه کی یبر رو یرا بیشینهها جنگل

همه  یریگنیانگیبا م ای دهندیم یبندکار طبقه

 کنندیم دیتول ونیکار رگرس یبرا یمقدار، هاینیبشیپ

(Hastie et al., 2009) .نیانگیم، مدل یینها ینیبشیپ 

که برای مسائل  تمام درختان است یهاینیبشیپ

 .آیدمی دسته( ب1رگرسیون از رابطه )

(1        )                                           ŷ=
1

T
∑  T

t=1 f
t
(x) 

نمونه  یبرا شدهینیبشیمقدار پ ŷ، که در این رابطه

fو  تعداد درختان در جنگل Tهمچنین ، xی ورود
t
(x) 

هر درخت با . است xبرای نمونه  امt درخت ینیبشیپ

 یبرا .شودیساخته م یکاهش ناخالص اریاستفاده از مع

یب) یآنتروپ ای ینیمعمولاً از شاخص ج یبندطبقه

 .شودمی ( استفاده2و از رابطه ) شودیاستفاده م ی(نظم

(2  )                                         Gini=1-∑  K
k=1 p

k
2 

نسبت  kP، هاطبقهتعداد  K ،که در این رابطه

  . است گره کیدر  k طبقه یهانمونه

(3 )                      Entropy =-∑  K
k=1 p

k
log⁡(p

k
) 

(4  )                                 Var=
1

N
∑  N

i=1 (y
i
-y̅)

2 

  y̅ و ها در گرهتعداد نمونه N ،که در این رابطه

بر  یژگیهر و تیاهم .است در گره 𝑦𝑖میانگین مقادیر 

در  (انسیکاهش وار ای) یکاهش ناخالص نیانگیاساس م

 .شودیمحاسبه م( ۵از رابطه )تمام درختان 

(۵  )              Importance 
j
=

1

T
∑  T

t=1 Δ Impurity 
j,t

 

 ⁡Δ Impurity ،که در این رابطه
j,t

 یکاهش ناخالص

 یهافراسنجه. است t در درختj ی ژگیاز و یناش

 عداد درختانتجنگل تصادفی نیز شامل  مدل یدیکل

(T) ،میهر تقس یبرا یتصادف یهایژگیتعداد و (m )

از  یریجلوگ( برای Dmax) حداکثر عمق درخت

  . است برازششیب

مدل  :(LSTM) یمدت طولانحافظه کوتاهمدل 

LSTMیساختارها نیترشرفتهیاز پ یکیعنوان ، به 

طور به ،یزمان یهایسر لیتحل نهیزم در قیعم یریادگی

 پویای سازیمدلو  ینیبشیدر پ یاگسترده

با  مدل نیمورداستفاده قرارگرفته است. ا یکیدرولوژیه

 یهایدست آوردن و حفظ وابستگهدر ب ژهیو ییتوانا

امکان  ،یمتوال یهامدت در دادهبلندمدت و کوتاه یزمان

 ریمقاد قیدق ینیبشیو پ دهیچیپ یاستخراج الگوها

؛ Cheng et al., 2020) آوردیرودخانه را فراهم م انیجر

Hunt et al., 2022.)  

 یکیرودخانه،  انیجر یکینامیدرودیه ینیبشیدر پ

 تیری، مدLSTM یهابرجسته شبکه یهاتیاز قابل

 یو ناقص است. ساختار مبتن یاغتشاش یهاکارآمد داده

شامل سه دروازه  یمعمار نیشده اکنترل یهابر دروازه

 یخروج روازهو د یدروازه ورود ،یدروازه فراموشی دیکل

ات اطلاع انیجر یو انتخاب قیدق شیکه امکان پالا است

 . دهدیرا به مدل م

قادر است  LSTMمدل  ،سازوکار نیواسطه ابه

را در حافظه بلندمدت خود  یاتیاطلاعات مرتبط و ح

را از  اغتشاش یدارا اینامربوط  یهانگه دارد و داده

را در  مدل یورامر بهره نیکه ا د،یپردازش حذف نما
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مطلوب ریغ یهایو پراکندگ یقیحق یهامواجهه با داده

در مدل . (Muhammad et al., 2019) بخشدیبهبود م

LSTM ،آیدمی دسته( ب6ی از رابطه )دروازه فراموش. 

(6  )                                f
t
=σ(Wf⋅[ht-1,xt]+bf) 

دروازه  یخروجترتیب  𝑓𝑡 ،که در این رابطه

 ℎ𝑡−1، یدروازه فراموش یهاوزن سیماتر  𝑊𝑓، یفراموش

 اسیبا t ،𝑏𝑓 در زمان یورود t-1 ،𝑥𝑡 حالت پنهان در زمان

 یدروازه ورود. است دیگموئیتابع س 𝜎ی و دروازه فراموش

 دستهصورت زیر به( ب8( و )7) هایابطهترتیب از رنیز به

 .آیدمی

(7)                                      it=σ(Wi⋅[ht-1,xt]+bi) 

(8)                           C̃t=tanh⁡(WC⋅[ht-1,xt]+bC) 

 𝐶̃𝑡ی و دروازه ورود یخروج 𝑖𝑡 که در این رابطه،

همچنین . است حالت حافظه یبرا دینامزد جد

  گرفت. ( انجام9مطابق رابطه ) حالت حافظه یروزرسانبه

(9 )                                    Ct=f
t
⊙Ct-1+it⊙C̃t 

ضرب  ⊙و  دیحالت حافظه جد 𝐶𝑡 ،که در این رابطه

 هایرابطهی نیز از دروازه خروج. است عنصر به عنصر

 .آیدمی دسته( ب11( و )10)

(10)                                ot=σ(Wo⋅[ht-1,xt]+bo) 

(11 )                                   ht=ot⊙tanh⁡(Ct) 

حالت  ℎ𝑡و  دروازه یخروج 𝑜𝑡ها، ابطهرکه در این  

 . است دیپنهان جد

ابزار  کیعنوان موجک به تحلیل: تئوری موجک

 یو دارا ستایرایغ یهانشانکقدرتمند در پردازش 

روش با  نیا .شودیشناخته م بسامدی-یزمان راتییتغ

و  یزمان یهابه مؤلفه نشانک هیتجز ییارائه توانا

 یسنت یهانسبت به روش یقابل توجه تیمز، بسامدی

انواع مختلف  انیدر م. رددا هیفور لیمانند تبد

 یهایژگیو لیدلبه یزموجک دابش، موجک یهالیتبد

 مورد هیدرولوژیک یهاداده لیمنحصر به فردش در تحل

 . توجه قرار گرفته است

با داشتن ، طور خاص( بهDb4) 4 زیموجک دابش

بودن و نرم نیو تعادل مناسب ب پالایش بیچهار ضر

 یزمان یهایسر سازیمدل یبرا، یزمان یفشردگ

 ,.Peng et al) مناسب است اریرودخانه بس انیجر

 انیجر ینیبشیدر پ Db4موجک  یاصل تیمز. (2017

 یهایژگیآن در استخراج همزمان و ییتوانا، رودخانه

 نیا. است هیدرولوژیک یهااز داده بسامدیو  یزمان

رودخانه که  انیجر یهادر مواجهه با داده ژهیوبه یژگیو

بلندمدت و  یروندها، یفصل یهامؤلفه یمعمولاً دارا

 . ارزشمند است اریبس، هستند مدتهنوسانات کوتا

طور ها را بهمؤلفه نیا تواندیموجک م لیتبد لذا

 ترقیدق سازیمدل یرا برا نهیمؤثر از هم جدا کند و زم

 یهابا روش سهیدر مقا. دیاجزا فراهم نما نیاز ا کیهر 

 دهیچیپ یالگوها ییکه ممکن است در شناسا یسنت

رودخانه با مشکل مواجه  انیجر یهاداده رموجود د

، یو مکان یبا حفظ اطلاعات زمان Db4موجک ، شوند

 Hadi and) کندیرا فراهم م یترجامع لیامکان تحل

Tombul 2018 ؛Liu et al. 2014.)  

، داده یآورجمع: هاداده ی و پیش پردازشآورجمع

در  اساسیها از مراحل داده تیریو مد پردازششیپ

یرودخانه محسوب م انیجر ینیبشیپ یهاتوسعه مدل

 نانیاطم تیبر دقت و قابل یمیمستق ریکه تأث شوند

 یهاروش قیدق فیتوصلذا . دارند سازیمدل جینتا

ها به داده تیریو مد پردازششیپ، داده یآورجمع

 ندیااز فر یتا درک بهتر کندیخوانندگان کمک م

 نانیدست آمده را با اطمبه جیداشته باشند و نتا قیتحق

 . کنند ریتفس یشتریب

ساله  20ا و آمار هداده یآورجمع، گام نخستدر 

بارش و دبی رودخانه در مقیاس روزانه از شرکت آب 

مورد های داده. گرفتانجام استان مازندران ای منطقه

، روزانه رودخانه یدبشامل  سازیمدلنیاز برای 

رطوبت خاک و ، تبخیر و تعرق، هوا یدما، یبارندگ

که نظر به این که  هستند ینگارمکان یهافراسنجه

منطقه مورد نظر دارای بارندگی مناسبی بوده و تبخیر 

  .نیست داریو تعرق در آن بسیار ناچیز بوده و در آن معن

 ثیرأها نیز به علت اثرات ناچیز و تفراسنجهاز سایر 

( Ptآمار بارش ) ید و صرفاًشصرف نظر  سازیمدلکم در 

( Qt-3و  Qt-1 ،Qt-2خیر )أو دبی رودخانه تا سه روز ت

، هاآوری دادهس از جمعپ .مورد استفاده قرار گرفت

که شامل شناسایی و  دشپردازش آغاز مرحله پیش

اغتشاشهای پرت و حذف داده، گمشده مدیریت مقادیر

 . است هاسازی دادهو نرمال، دار

و مفقوده از طریق الگوریتم نزدیک گمشده ریمقاد

و  پرت یهاداده. دشسازی ز( باKNNترین همسایگی )

از  یکه ممکن است ناش زین خارج از محدوده بازه

 با استفاده از، باشند رمعمولیغ عیوقا ای یابزار یخطاها
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(  IQR و دامنه بین چارکی ) Z-scoreآزمون  روش

 . دش و اصلاح ییشناسا

 ریمقاد لیتبد یها براداده یسازنرمال، نیعلاوه بر ا

 ریتا از تأث گرفت انجام (1و  -1) کسانیبازه  کیبه 

 یریجلوگ مدلبزرگ بر  اسیبا مق یرهاینامتوازن متغ

برای فرایند های بندی دادهگام بعدی تقسیم .شود

 70ترتیب از است که به اعتبارسنجی و آزمون، آموزش

ها درصد داده 20، برای فرایند آموزشها درصد داده

در فرایند آزمون ها درصد داده 10برای اعتبارسنجی و 

مدل  یینها یابیارز یبراو  هافراسنجه میتنظجهت 

پس از اتمام مراحل ، تیدر نها. استفاده شد

آماده شده به  یهاداده، هاداده تیریو مد پردازششیپ

مورد استفاده قرار  نیماش یریادگیمختلف  یهامدل

   . گرفت

در این پژوهش از معیارهای : معیارهای ارزیابی مدل

 خطا میانگین قدر مطلق، (2Rین )یارزیابی ضریب تب

(MAE) ،( میانگین مربعات خطاMSE) ، ریشه میانگین

ساتکلیف -وری نشضریب بهره ، (RMSEمربعات خطا )

(NSE و )درصد قدر مطلق خطا نیانگمی یخطا 

(MAPEاستفاده شده است )  و محدوده  هارابطهکه

 . خلاصه شده است 1عددی این معیارها در جدول 

 یمقدار واقع 𝑦𝑖ترتیب های زیر بهرابطهدر 

 مقدار 𝑦̂𝑖، امi داده یرودخانه برا انی( جری)مشاهدات

تعداد کل  n، امi داده یتوسط مدل برا شدهینیبشیپ

 نیانگیم 𝑦̅ی و ابیها( در مجموعه ارزها )دادهنمونه

  . استها مجموعه داده ( در کلی)مشاهدات یواقع ریمقاد

 

  معیارهای ارزیابی مدل -1جدول 
Table 1. Model evaluation criteria 

Row 
Criteria 

name 
Mathematical relationship Evaluation scope Optimal value 

1 2R R2=1-
∑  n

i=1 (y
i
-ŷ

i
)

2

∑  n
i=1 (y

i
-y̅)

2
 -∞ to 1 1 

2 MAE MAE=
1

n
∑  

n

i=1

|y
i
-ŷ

i
| 0 to ∞ 0 

3 RMSE RMSE=√
1

n
∑  

n

i=1

(y
i
-ŷ

i
)

2
 0 to ∞ 0 

4 MAPE MAPE=
100%

n
∑  

n

i=1

|
y

i
-ŷ

i

y
i

|  
A value of less than 

10% is desirable. 

5 KGE 

KGE =1-√(r-1)
2
+(β-1)

2
+(γ-1)

2

β=
μ

s

μ
o

 ,γ=
σs/μs

σo/μ
o 

 -∞ to 1 1 

 

سازیمدلها و داده لیدر تحل: های آماریفراسنجه

یمطرح م یریعنوان مقادها بهفراسنجه ،یآمار یها

کل جامعه  یهایژگیو یکم یهاکه شاخص شوند

مرتبط  یآمار یهافراسنجه. کنندیم فیرا توص یآمار

 ،انهیم نه،یکم نه،یشیمطالعه، شامل ب یرهایبا متغ

 رات،ییتغ بیضر ار،یانحراف مع انس،یوار ن،یانگیم

د در منطور خلاصه و نظامبه ،یو چولگ یدگیکش بیضر

است. دهشارائه ، 2جدول 

 

  مطالعه منطقه مورد یبرا یآمار یهافراسنجههای مجموعه داده -2جدول

Table 2. Dataset of statistical parameters for the study area 

Statistical parameters of the studied area 

Parameter Phase Minimum Maximum Average 
Standard 
deviation 

Skewness Kurtosis 

Rainfall 

(mm) 
All Data 0 149 3.549 11.220 6.088 49.542 

Discharge 

/S)3(M 
All Data 0.002 73.1 1.260 2.116 13.025 317.687 
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سوابق : سناریو و ترکیب مدل بهینهانتخاب 

 از آن است که یمطالعات مرتبط حاک یو بررس یپژوهش

 یهافراسنجهرودخانه،  انیجر سازیمدل ندیدر فرا

 ن،یدارند. همچن یرگذاریو تأث یدینقش کل یبارش و دب

تا سه روز،  یزمان ریبا تأخ یدب یهاداده یریکارگبه

مدل  یهاینیبشیطورمعمول منجر به بهبود دقت پبه

 یآمار یهاداده ق،یتحق نیمبنا، در ا نی. بر اشودیم

دو و  ک،ی یرهایرودخانه با تأخ یو دب (Pt) یبارندگ

مدل  یهایعنوان ورودبه( Qt-1, Qt-2, Qt-3) روزهسه

 ریعنوان متغبه (Qt) یدر زمان جار انیجر یو دب

  .ندشدلحاظ  یخروج

 رسونیپ یهمبستگ بیپژوهش، از ضر نیدر ا

و  زانیسنجش م یبرا یاصل یآمار صعنوان شاخبه

استفاده شد تا  یکم ریدو متغ انیم یجهت رابطه خط

طور مدل به یو خروج یورود یرهایمتغ نیتعامل ب

 بیضر نیا ریاساس، مقاد نید. بر اشو یابیارز قیدق

 مدل لحاظ یوهایدر انتخاب سنار یدیکل اریعنوان معبه

 یرهایمتغ نیروابط ب زانیدهنده منشان ،3. جدول دش

 بیمدل بر اساس ضر یخروج انیجر زانیو م یورود

 است.  رسونیپ یهمبستگ

 بیمدل، ضر یهابیانتخاب ترک ندیادر فر

قرار گرفت،  یسازمرتب یمبنا رسونیپ یهمبستگ

در  یگهمبست زانیم نیبا بالاتر ییرهایکه متغ یاگونهبه

متر ک یگهمبست بیبا ضر یرهایو متغ ییبالا یهافیرد

 اً،تیقرار گرفتند. نها ترنییپا یهافیدر رد بیترتبه

 یرهایمتغ هیمدل مشتمل بر کل یینها بیترک

 باتیترک ،4جدول  ن،یشد. همچن نیموردمطالعه تدو

 .کندیرا ارائه م کیمربوط به هر  یوهایمدل و سنار

 
 بینی جریان رودخانه بر اساس ضریب پیرسونارتباط متغیرهای ورودی و خروجی جهت پیش -3 جدول

Table 3. Correlation between input and output variables for river flow prediction based on Pearson’s coefficient 

P(t) Q(t-1) Q(t-2) Q(t-3) Q(t) 

0.563 0.463 0.297 0.251 1 

 

 بینی جریان رودخانهی پیشمختلف برا یورود باتیترکانتخاب سناریو و  -4جدول 

Table 4. Selection of scenarios and various input combinations for streamflow prediction 
Scenario number Input combinations Output 

1 P(t) Q(t) 

2 P(t), Q(t-1) Q(t) 

3 P(t), Q(t-1), Q(t-2) Q(t) 

4 P(t), Q(t-1), Q(t-2), Q(t-3) Q(t) 

 

های های مدلفراسنجهو مقادیر تعیین ضرایب 

 یکنترل هایفراسنجه نهیانتخاب به: مورد استفاده

 در بهبود یمهم ارینقش بس ن،یماش یریادگی یهامدل

 شیبرازش و افزا شیکاهش مشکل ب ،ینیبشیدقت پ

 نیا قیدق میها دارد. تنظمدل یریپذمیتوان تعم

را  تمیالگور ییعملکرد نها میمستقصورت بهها فراسنجه

با  ییهامدل انیمرز م تواندیقرار داده و م ریتحت تأث

بالا را مشخص  یبا بازده ییهامتوسط و مدل ییکارا

 کند. 

ا تنهنها هفراسنجه نیدر مقابل، انتخاب نامناسب ا

بلکه ممکن  دهدیشدت کاهش مرا به جینتا تیفیک

و کاهش  یمحاسبات منابع موردیاست باعث مصرف ب

های فراسنجه نه،یزم نیشود. در ا هاینیبشیپ اعتماد به

ده شاستفاده یهامدل یاتیح هایابرفراسنجهو  یدیکل

انتخاب )شامل  یها، محدودهLSTMو  RFشامل 

 نیوجو( و همچنجست یهامشخص و بازه ریمقاد

مطالعه در جدول  نیرفته در ا کارو به یشنهادیپ ریمقاد

 ,.Nguyen et al) شده استصورت خلاصه ارائهبه ،۵

 (.Kratzert et al., 2019؛ 2025
  پژوهش مورد استفادههای مدل یهافراسنجه ریمقاد -5جدول 

Table 5. Values of the parameters for the models used in the study 

Row Parameter or variable Selection range Selected value 
Random Forest (RF) 

1 Number of trees (n_estimators) 50-500 100 

2 Maximum tree depth (max_depth) 3-20 10 
3 Minimum samples to split a node (min_samples_split) 2-10 2 

4 Minimum samples in leaves (min_samples_leaf) 1-5 1 

5 Number of features for each split (max_features) Sqrt /  log2 sqrt 
Long short-term memory (LSTM) 
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  .5جدول ادامه 
Table 5. Continued 

Row Parameter or variable Selection range Selected value 
Random Forest (RF) 

1 Number of hidden layer neurons (units) 32-256 120 

2 Dropout 0.2-0.5 0.3 

3 Batch size 16-128 32 
4 Epochs 50-200 100 

5 Learning rate 0.001-0.01 0.001 

6 Number of LSTM layers (num_layers) 1-3 1 
7 Activation Function tanh -sigmoid - ReLU Tanh - ReLU 

       

 نتایج و بحث

منفرد و های در دو حالت مدل سازیمدلفرایند 

دول در ج سازیمدلنتایج فرایند  .انجام گرفتترکیبی 

 RFنتایج نشان داد که در مدل منفرد . دشخلاصه  ،6

( 1Sسناریوهای موجود سناریوی اول )ترتیب در میان به

( =s3m 1.714RMSE/؛ 02R=.425آموزش ) مرحلهدر 

( دارای s3m 422.RMSE=1/؛ 02R=.397و آزمون )

 .سناریوها بوده است تری نسبت به سایرعملکرد ضعیف

( دارای بهترین عملکرد 4Sچهارم ) همچنین سناریوی

 ( وs3m181 .748, RMSE=10.=2R/آموزش ) مرحلهدر 

( در میان s3m988 .684, RMSE=0.=02R/آزمون )

همچنین نتایج نشان داد . بوده است RFمنفرد های مدل

که صرفا دارای متغیر بارش بوده دارای  1Sکه سناریوی 

 تری نسبت به سناریوهای دارای دبی پایهعملکرد ضعیف

همچنین نتایج نشان داد که مدل موجک دابشیز . است

قبولی به کاهش خطای مدل کمک تا حد بسیار قابل  4

 .نموده است

نتایج مدل نشان داد که سناریوی چهارم نیز در مدل 

 مرحلهدارای عملکرد غالب و برتر در هر دو  ترکیبی

( و آزمون s3m0192 .907, RMSE=0.=02R/آموزش )

(/s3m 016.942, RMSE=0.=02R) .همچنین در  است

دقت  عملکرد موجک باعث افزایشترکیبی این مدل 

لذا . (02R425, .=02R=.942ده است )شقابل قبولی 

درصد نسبت به مدل منفرد  ۵۵دقت حدود حدود 

 افزایش یافته است که عملکرد بسیار خوب مدل را نشان

در خصوص چرایی و علت بهبود نتایج مدل . دهدمی

از  یامر ناش نیاتوان گفت که می منفرد نیز

 یهایژگیاستخراج وجمله از یمتعدد یهاسمیمکان

روابط  صیبهبود تشخ، اغتشاشکاهش ، اسهیچندمق

  .است یریپذمیتعم شیو افزا یرخطیغ

مو ه همسو نیشیمطالعات پ جیبا نتا هاافتهی نیا

 دازشپر یهاکه ادغام روش دهدیاست و نشان م راستا

 یمؤثر برا یحلراه تواندیم نیماش یریادگیبا  گنالیس

 لیتبدتوان گفت که می همچنین. باشد دهیچیمسائل پ

ها را هم در حوزه زمان و هم در قادر است داده، موجک

، منحصر به فرد یژگیو نیا. کند لیتحل بسامدیحوزه 

یرا فراهم م یو محل یموقت یالگوها ییامکان شناسا

 نپنها یسنت یهالیتبد ایخام  یهاکه در داده سازد

 تیداشتن خاص لیدلبه Db4همچنین . مانندیم

 یبرا، بسامدزمان و  نیمناسب و تعادل ب یفشردگ

 . است آلدهیا رساکنیغ یهانشانکپردازش 

در ، موجک متعامد کیعنوان به Db4 همچنین

 نیا. دارد یعملکرد مناسب اضافی یهااغتشاشحذف 

 ،موجک بیضرا یبر رو یگذاربا اعمال آستانه لیتبد

، لحا نیو در ع کندیرا حذف م تیاهمکم یهامؤلفه

مدل ، جهیدر نت. دینمایداده را حفظ م یساختار اصل

RF اشاغتشبه نشانک و با نسبت  زتریتم ییهابا داده 

 انسیامر منجر به کاهش وار نیکه ا شودیبالاتر مواجه م

 .دشویم برازششیاز ب یریو جلوگ ینیبشیپ

اطلاعات و تقویت پالایش نمودن با  Db4تبدیل لذا 

تا  نمودهکمک  RF به مدل، مفید هاینشانک

در خصوص ضرایب و . داشته باشد پذیری بهتریتعمیم

نیز به روش دستی نیز سعی و خطا  RFهای فراسنجهابر

 هفراسنجنتایج نشان داد که در خصوص . صورت گرفت

تا  10)در محدوده  در جنگل میتصم یهاتعداد درخت

درخت  100( بهترین عملکرد مدل در تعداد 1000

 ریمقادهمچنین نتایج نشان داد که . دشومی حاصل

در این . رنددا یزیمعمولاً بهبود ناچ 200بالاتر از 

 نهیآستانه به کیپس از توان گفت که یم خصوص نیز

ها تعداد درخت شافزای، (درخت 200–100)معمولاً 

 200پس از و  کندیم جادیدر دقت ا یزیبهبود ناچ

و با افزایش  رسدیدقت به حالت اشباع م یمنحن، درخت

شود و یا این نمی تعداد درخت یا بهبود خاصی ملاحظه
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دار نخواهد بود و صرفا اجرای یبهبود و تغییرات معن

 .سازدمی تربرنامه را طولانی

مورد  3-20ان نیز بین عمق هر درخت بیشینه

ی قرار گرفت که نتایج برای این پژوهش نشان داد ارزیاب

بهترین عملکرد برای مدل  ۵-10که بین محدوده 

پنج جواب د که در این پژوهش مقدار شومی حاصل

یم همچنین بررسی منابع نشان. تری داشته استبهینه

پدیده بیش ( منجر به 1۵از  شی)ب ادیکه عمق ز دهد

پژوهش همخوانی  اینهای که با یافته شودیم برازش

در خصوص معیار تقسیم )جینی یا آنتروپی( نظر . دارد

به مقیاس روزانه و حجیم بودن داده از معیار آنتروپی 

 که با مطالعات مختلف انجام گرفته همسو استفاده شد

 . است

همچنین مقایسه نتایج دیگر نشان داد که عملکرد 

د درص دواین دو معیار تقسیم در خروجی نتایج کمتر از 

 ینمودار سر 4و  3 هایشکل. باشدمی در بهبود نتایج

مدل منفرد و  ینیبشیو پ یمشاهداتهای داده یزمان

02R=. ,748) در مراحل آموزش یجنگل تصادف یبی ترک

48.62x+0.Y=0) 02=. ,684) و آزمونR

Y=0.71x+0.39محور افقی مقادیر . دهدمی ( را نشان

 ینیبشیپمشاهداتی و محور عمودی مقادیر های داده

نیز  ،۵شکل  .دهدمی نمدل )مترمکعب بر ثانیه( نشا

 ینیبشیو پ یمشاهداتهای داده نیب ینمودار پراکندگ

در مراحل آموزش و  RFرودخانه مدل منفرد  انیجر

محور افقی گام زمانی )روز( و . دهدمی را نشان آزمون

 . است بر ثانیه(محور عمودی نیز دبی )مترمکعب 

همچنین برای نمایش بهتر یک بزرگنمایی از مراحل 

 لینمودار تحل ،6 شکل. آموزش و آزمون نشان داده شد

شیپ یو تعداد درختان و نمودار خطا OOB یخطا

 یهدف اصل. دهدمی را نشان RFمدل منفرد  یبرا ینیب

مشخص کردن تعداد ، OOB یخطانمودار  میاز ترس

که با افزودن  ییجا یعنی؛ ها استدرخت نهیبه

در دقت حاصل  یریبهبود چشمگ، شتریب یهادرخت

 . رسدیم داریو مدل به حالت پا شودینم

از  شیب یهامدل جادیاز ا توانیم، بیترت نیبه ا

، RF مدل منفرد در .کرد یریبر جلوگحد بزرگ و زمان

با بازگشت از  یریگنمونه کی، آموزش هر درخت یبرا

حدود ، طور متوسطبهگرفته و آموزش انجام  یهاداده

یباق درصد 40و انداز خودراهها در هر داده درصد 60

 یخطا. شددر نظر گرفته  OOB یهاعنوان دادهبه مانده

OOB یهاداده نیهم یرو ینیبشیپ یخطا نیانگیاز م 

 ازیو عملکرد مدل را بدون ن شودیمحاسبه م نشدهدهید

 . زندیم نیبه مجموعه تست مجزا تخم

 یهادرخت تعدادی محور افقدر این نمودار 

( و 100تا  یکمقدار  ) RFکه در مدل  یریگمیتصم

 محور افقی .دهدمی را نشان OOB یخطامحور عمودی 

 شتریب یهاکه چگونه اضافه شدن درخت دهدینشان م

و تحلیل نمودار ها یافته. گذاردیم ریمدل تأث یبر خطا

 هیخطا در مراحل اول عیکاهش سرمذکور نشان داد که 

تا  یک ) ازها تعداد درخت شیکه با افزا دش مشاهده

کاهش  یریگطور چشمبه OOB یخطا، (20حدود 

 عیمؤثر و تجم یریادگیدهنده نشان نیا. است افتهی

به  دنیپس از رس. متعدد است یهااز درخت جینتا

 باًیو تقر شودیرخ کاهش خطا کند من، درخت 40حدود 

ست که ی ابدان معن نیا. رسدیم تمقدار ثاب کیبه 

 یبهبود قابل توجه، به مدل شتریب یهاافزودن درخت

 .کندینم جادیدر عملکرد ا

 ارینمودار دچار نوسانات بس یخطا در انتهاهمچنین 

 یتصادف اغتشاشاز  یشده که ممکن است ناش یجزئ

 اریآن بس راتییاما تغ، باشدانداز خودراه یریگدر نمونه

 ینیبشیپ ینمودار خطا .است یپوشکم و قابل چشم

( مشاهداتیهای داده) یواقع ریصورت پراکنش مقادبه

های تفاضل داده ) هاماندهیو مقدار باق یدر محور افق

ه شد میترس ی( در محور عمودپیش بینی از مشاهداتی

مربوط به مجموعه  یهادهنده دادهنشان ینقاط آب .است

 یقرمز افق خطو  مجموعه آزمون ینارنج نقاط، آموزش

  .صفر است یمعرف سطح خطا

که اکثر  دهدینشان م هاماندهیباق عیتوز یبررس

)خط صفر(  یبه محور افق کیها در محدوده نزدداده

از عملکرد نسبتاً  یامر حاک نیکه ا، اندمتمرکز شده

 یتمرکز نسب. ها استداده ینیبشیل در پمناسب مد

 ریمقاد شتریب یبرا پنجو  -۵ یدر بازه هاماندهیباق

 یآن است که خطاها دارا دهدهننشان، شدهمشاهده

 .دهستن یبیرا به صفر بوده و فاقد کینزد نیانگیم

رفتار مدل  دهد کهمی نشان یو نارنج ینقاط آب سهیمقا

 .مشابه است باًیدر هر دو مجموعه آموزش و آزمون تقر

دهنده آن است که مدل دچار نشان یهمخوان نیا

، الح نیبا ا .نشده است دیشد برازشکم ای برازششیب
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یهر دو مجموعه مشاهده م درنقاط دورافتاده  یبرخ

 ینیبشیپ یها را با دقت کافکه مدل نتوانسته آن شود

 . کند

وضوح از نقطه به نینمودار چند نیدر اهمچنین 

بزرگ  یهاماندهیباق ینقاط فاصله دارند و دارا ریسا

 یاز خطاها ینقاط ممکن است ناش نیا. هستند یمثبت

ماهیت  با ییهادهیپد اینادر  یهانمونه، یریگاندازه

از  قاطن نیا لیو تحل ییشناسا .متفاوت باشند پویایی

 مقاوم در برابر یهاتمیبا استفاده از الگور و حذف قیطر

مدل کمک  تیفیک دبه بهبو تواندیپرت م یهاداده

نیز  ینیبشیپ ینمودار خطا ،7شکل ، دینما یانیشا

آموزش  دو مجموعه داده یخطا برا ستوگرامیشامل دو ه

مقدار  نیب امقدار خط، یمحور افق. است و آزمون

 محورو  )واقعی(مشاهداتی و مقدار  شدهینیبشیپ

که با  دهدینشان مکه  است احتمال یچگالی نیز عمود

  .هر مقدار خطا رخ داده است یچه احتمال

ی نشان آموزش یهاخطا در داده عیشکل توز یبررس

خطاها در اطراف مقدار صفر متمرکز  اکثرداد که 

 یامتقارن و زنگوله یادیخطا تا حد ز عیتوز .اندشده

 نیا. راستا استنرمال هم عیکه با توز است شکل

آموزش  یهاکه مدل در داده دهدینشان م یکربندیپ

ها ممکن است داده یداشته اما برخ یدقت خوب

 عینمودار توز ،7شکل  .نشده باشند یریادگی یدرستبه

-و  نمودار چندک)نمودار سمت راست( خطا  یتجمع

مدل منفرد جنگل  یبرا )نمودار چپ( چندک خطا

، خطاها یتجمع عینمودار توز .دهدمی نشان ی راتصادف

 ینیبشیدر پ RFعملکرد مدل  ترقیدق لیمنظور تحلبه

 . گرفتوابسته مورد استفاده قرار  ریمتغ

 عیتوز انگرینما یاصورت تابع پلهنمودار به نیا

داده آموزش و  یهاهمجموع یاحتمال خطا برا یتجمع

 یمقدار خطا و محور عمود یمحور افق. استآزمون 

 یدو منحن. دهدمی را نشانوقوع خطا  یاحتمال تجمع

( و آزمون یمجموعه داده آموزش )رنگ آب یمجزا برا

ها امکان آن سهیکه مقا است( نشان داده ی)رنگ نارنج

نتایج . کندیمدل را فراهم م یریپذمیتعم قیدق یابیارز

تند در  اریبس بیش یدارا یهر دو منحن نشان داد که

 9۵از  شیکه ب یاگونهبه، هستندصفر  یخطا یحوال

حول مقدار صفر  یکیبار اریبس درصد از خطاها در بازه

 . اندقرار گرفته

 ینیبشیمدل در پ یدقت بالا انگریرفتار نما نیا

خطاها  عیتوز، گرید انیبه ب. است یخروج ریمقاد

 از یامتراکم در اطراف صفر بوده و بخش عمده شدتبه

موضوع  نیکه ا هستندکوچک  یخطاها از نوع خطاها

ها هبه داد یاز برازش مناسب مدل جنگل تصادف یانشانه

دهد که می نشانها همچنین سایر یافته. است

آموزش و آزمون دلالت بر  یهایمنحن ادیز یپوشانهم

)آزمون(  دهیناد یهاآن دارد که مدل در مواجهه با داده

)آموزش( از خود  شدهدهید یهاداده مشابه با یرفتار

  .نشان داده است

 یمدل توانسته است الگوها توان گفت کهمی لذا

استخراج کرده و  یخوبآموزش را به یهاموجود در داده

ها را آن، خاص یهااز حد به داده شیب یبدون وابستگ

در ، حال نیا با .دهد میبه مجموعه داده آزمون تعم

 یخطا ریمقاد، (سمت راست)نمودار  ییانتها یهابخش

 یکه هرچند از لحاظ فراوان شودیم دهید ینسبتاً بزرگ

از آن است  یها حاکاما وجود آن، اندک هستند اریبس

 ادیز یخاص دچار خطا یهانمونه یکه مدل در برخ

 . شده است

 یهاداده ادیز یدگیچیاز پ یناش )پرت(نقاط  نیا

 یحت ای هایریگزهموجود در اندا اغتشاش، یورود

نمودار  ،7شکل . مدل باشند یساختار یهاتیمحدود

. دهدمی )نمودار چپ( را نشان چندک خطا -چندک

 چارک )چندک(در هر دو نمودار مربوط به  یمحور افق

چارک مربوط به  ینرمال استاندارد و محور عمود عیتوز

 یاگر خطاها .مدل است یخطاها یانمونه )چندک(

 خط کی ینقاط رو، کنند تینرمال تبع عیمدل از توز

به آن  ای رندیگی)قرمز رنگ در نمودار( قرار م یقطر

از نرمال  یاخط نشانه نیاز ا افانحر .خواهند بود کینزد

 یادیاطلاعات ز تواندیخطاها است که م عینبودن توز

مشکلات  ای، پرت یهاوجود داده، درباره عملکرد مدل

 . مدل ارائه دهد میدر تنظ یاحتمال

خطاها در ، یآموزش یهادر نمودار مربوط به داده

ش اما در بخ، ها با نرمال بودن فاصله دارندقسمت شتریب

قرار  یخط قطر یرو ینقاط به خوب، نمودار یمرکز

 از یادهنده آن است که بخش عمدهاند که نشانگرفته

نرمال  عیبا شدت کم( به توز ییخطاها یعنیخطاها )

نمودار  یدر انتها، حال نیبا ا. هستند کینزد

یفاصله م ینقاط از خط قطر، (نییبالا و پاهای چندک)
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 نیا .دهندیرا نشان م یو انحراف قابل توجه رندیگ

رفتار  ایپرت  یهادهنده وجود دادهله نشانأمس

 یبرخ یخوبدر مدل است که نتوانسته به یرخطیغ

 یدر انتها ژهیوبه .کند ینیبشیمشاهدات خاص را پ

، خطاها است نیترسمت راست که مربوط به بزرگ

از آن  شتریکه به مراتب ب شودیمشاهده م ییخطاها

  .رودینرمال انتظار م عیهستند که در توز یزیچ

و  یمشاهداتهای داده یزمان ینمودار سر ،9شکل 

 شانرا ن موجک-یجنگل تصادفترکیبی مدل  ینیبشیپ

نیز نشان داد که  LSTMتایج مدل منفرد ن. دهدمی

 است، بارش ا دارای متغیر( که صرف1Sی اول )سنار

ترین عملکرد در مرحله آموزش دارای ضعیف

(872.310, RMSE=1.=02R( و آزمون )02=. , 373R

406.RMSE=1) نهمچنین س .است( 4اریوی چهارمS )

 ست،ا خیرأکه دارای ترکیب سناریوهای بارش و دبی با ت

02R= . ,499دارای بهترین عملکرد در مرحله آموزش )

60.RMSE=1( و آزمون )149.579, RMSE=1.=02R )

  .بوده است

نیز  LSTM-Wavelet ترکیبی همچنین نتایج مدل 

آموزش  مرحلهوی چهارم در ینشان داد که سنار

(149.794, RMSE=1.=02R( و آزمون )02=. ,724R

RMSE=0.962 عملکرد بوده است( دارای بهترین. 

توانست حدود  LSTM-Wavelet ترکیبیهچنین مدل 

. را بهبود بخشد LSTMدرصد عملکرد مدل منفرد  39

شیو پ یمشاهداتهای داده ینمودار پراکندگ ،10شکل 

را  در مراحل آموزش و آزمون LSTMمدل منفرد  ینیب

نمودار  12و  11 هایهمچنین شکل .دهدمی نشان

 را نشان ینیبشیپمشاهداتی و های سری زمانی داده

کند که تأیید می 1Sبر  4Sبرتری سناریوی . دهدمی

افزودن مقادیر دبی گذشته )حافظه سیستم( در کنار 

 بینی دقیق جریان ضروری است. بارش، برای پیش

ناشی  RF-Waveletبهبود چشمگیر عملکرد مدل 

 هاز توانایی تبدیل موجک در تجزیه سیگنال پیچید

یند اتر است. این فررکانسی سادههای فلفهؤیان به مجر

و آشکارسازی الگوهای پنهان، به  اغتشاشبا کاهش 

دهد تا روابط غیرخطی را با دقت اجازه می RFمدل 

 های مبتنی بردلبالاتری یاد بگیرد. این یافته که م

، عملکرد ترکیبیویژه در حالت جنگل تصادفی، به

، Khosravi et al., (2022) نتایجقدرتمندی دارند، با 

Sharma et al., (2024)،  که بر برتری مدلRF  در

شرایط مشابه تأکید داشتند، همخوانی دارد. همچنین 

نیز نشان داد که تعداد  RF های مدلفراسنجهابرتحلیل 

عدد است و پس از آن  100بهینه درختان حدود 

 (. 6رسد )شکل منحنی دقت به حالت اشباع می

دلیل مدل و افزایش ین موضوع از بزرگ شدن بیا

کند. همچنین، عمق زمان محاسبات جلوگیری می

ای هتعیین شد که با یافته 10تا  پنجبهینه درختان بین 

های زیاد، برازش در عمقپیشین مبنی بر خطر بیش

ترین عملکرد ضعیف LSTMمدل منفرد  .دارد مطابقت

ن نتایج این مدل کلی را در این پژوهش داشت. بهتری

 ,R²=0.499آموزش ) مرحله( در 4Sدر سناریوی چهارم )

RMSE=1.60 m³/s( و آزمون )R²=0.579, 

RMSE=1.149 m³/s .ثبت شد ) 

با این حال، پس از ترکیب با تبدیل موجک، مدل 

بهبود قابل توجهی نشان داد  LSTM-Wavelet ترکیبی

 مرحله( در R²=0.794و در سناریوی چهارم به نتایج )

آزمون دست یافت.  مرحله( در R²=0.724آموزش و )

 LSTMتوانست دقت مدل منفرد ترکیبی این رویکرد 

 درصد افزایش دهد.  39را حدود 

های سری زمانی ذاتاً برای داده LSTMاگرچه مدل 

دهد که طراحی شده است، اما نتایج نشان می

تواند با کاهش پردازش با موجک همچنان میپیش

سازی الگوها، به بهبود عملکرد آن کمک و ساده شاغتشا

، بیترکیهای کند. با این وجود، در مقایسه مستقیم مدل

درصد خطای کمتری  23حدود  RF-Waveletمدل 

 داشت.  LSTM-Waveletنسبت به مدل 

این موضوع ممکن است نشان دهد که برای این 

مجموعه داده خاص، ساختار مبتنی بر درخت تصمیم 

RF های استخراج شده توسط ترکیب با ویژگی در

محور -موجک، انطباق بهتری نسبت به معماری حافظه

LSTM پژوهش مدل این  داشته است. در حالی که در

RF-Wavelet ترکیبیهای برتر بود، برتری کلی مدل 

 Arathy and با نتایج LSTMمبتنی بر موجک با 

Adarsh, (2024)   درصدی را 12تا  10که بهبود 

 گزارش کردند، همسو است.
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 آموزش و آزمون مرحلهدر دو  LSTMو  RFهای نتایج معیارهای ارزیابی مدل -6جدول 
Table 6. Evaluation metrics results of the RF and LSTM models in the training and testing phases 

KGE PBIAS (%) MAPE (%) RMSE MAE 2R Phase Model name Scenario number 
0.458 0.258 234.74 1.714 0.845 0.425 Train 

RF 

1S 
0.588 -7.346 251.92 1.422 0.826 0.394 Test 

0.678 0.232 43.918 1.227 0.313 0.720 Train 
2S 

0.768 -3.0696 56.645 0.031 0.355 0.659 Test 
0.696 0.328 24.314 1.182 0.259 0.741 Train 

3S 
0.783 -7.074 38.462 1.038 0.333 0.659 Test 
0.682 0.594 25.647 1.181 0.253 0.748 Train 

4S 
0.773 -3.181 38.989 0.98 0.319 0.684 Test 
0.803 -0.015 0.688 0.0197 0.0053 0.901 Train 

RF-Wavelet 

1S 
0.868 -0.011 0.793 0.012 0.0072 0.917 Test 
0.817 -0.027 0.509 0.019 0.0035 0.900 Train 

2S 
0.926 0.023 0.548 0.0105 0.0048 0.942 Test 
0.810 -0.009 0.543 0.0207 0.0038 0.891 Train 

3S 
0.912 0.017 0.574 0.0109 0.0050 0.938 Test 
0.820 -0.016 0.496 0.0192 0.0036 0.907 Train 

4S 
0.902 0.0165 0.562 0.0106 0.0049 0.942 Test 
0.344 -4.724 248.56 1.872 0.895 0.310 Train 

LSTM 

1S 
0.495 -11.56 267.24 1.406 0.834 0.373 Test 
0.514 3.211 132.33 1.641 0.611 0.472 Train 

2S 
0.657 -0.869 146.17 1.167 0.564 0.559 Test 
0.524 -4.650 138.2 1.622 0.597 0.485 Train 

3S 
0.661 -9.374 153.6 1.155 0.554 0.572 Test 
0.539 -5.532 124.66 1.6 0.567 0.499 Train 

4S 
0.679 -10.583 139.44 1.149 0.529 0.579 Test 
0.538 -0.869 172.79 1.264 0.641 0.789 Train 

LSTM-

Wavelet 

1S 
0.552 -410.6 205.13 1.082 0.646 0.669 Test 

0.713 -1.020 34.323 0.980 0.296 0.842 Train 
2S 

0.774 -2.991 45.065 0.740 0.288 0.836 Test 

0.646 -1.648 61.306 1.102 0.412 0.811 Train 
3S 

0.690 -4.268 71.6 0.902 0.391 0.758 Test 
0.627 -1.843 80.768 1.149 0.468 0.794 Train 

4S 
0.656 -6.275 96.81 0.962 0.474 0.724 Test 

 

 
 در مراحل آموزش و آزمون RFبینی مدل منفرد مشاهداتی و پیشهای نمودار سری زمانی داده -3شکل 

Fig. 3. Time series plot of observational data and predictions from the single RF model during the training and testing phases 

 

 
 در مراحل آموزش و آزمون RF-Wavelet ترکیبیبینی مدل مشاهداتی و پیشهای نمودار سری زمانی داده -4شکل 

Fig. 4. Time series plot of observational data and predictions from the hybrid RF-Wavelet model during the training and testing 

phases 
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   بینی جریان رودخانه مدل منفرد جنگل تصادفی در مراحل آموزش و آزمونهای مشاهداتی و پیشنمودار پراکندگی بین داده -5شکل 

Fig. 5. Scatter plot between observed data and river flow predictions of the single random forest model during the training and 

testing phases 
 

 
 و تعداد درختان و نمودار خطای پیش بینی برای مدل منفرد جنگل تصادفی OOB یخطا لیتحلنمودار  -6شکل 

Fig. 6. Out-of-bag error analysis plot and number of trees, and prediction error plot for the single random forest model 
 

 
 نمودار هیستوگرام خطا و توزیع نرمال در دو مرحله آموزش و آزمون برای مدل منفرد جنگل تصادفی -7شکل 

Fig. 7. Histogram of error and normal distribution during the training and testing phases for the single random forest model 
 

 
 چندک خطا برای مدل منفرد جنگل تصادفی-نمودار چندکتجمعی خطا و نمودار توزیع  -8شکل 

Fig. 8. Cumulative error distribution plot and quantile-quantile error plot for the single random forest model 
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 موجک-جنگل تصادفیترکیبی بینی مدل مشاهداتی و پیشهای نمودار سری زمانی داده -9شکل 

Fig. 9. Time series plot of observed data and predictions from the hybrid Random Forest–Wavelet model 

 

 

 

 در مراحل آموزش و آزمون LSTMبینی مدل منفرد مشاهداتی و پیشهای نمودار پراکندگی داده -10شکل 

Fig. 10. Scatter plot of observed data and predictions of the single LSTM model during the training and testing phases 

 

 

 

 در مراحل آموزش و آزمون LSTMبینی جریان رودخانه مدل منفرد مشاهداتی و پیشهای نمودار سری زمانی بین داده -11شکل 
Fig. 11. Time series plot comparing observed data and river flow predictions from the single LSTM model during the training and 

testing phases 
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 در مراحل آموزش و آزمون LSTMرودخانه مدل منفرد  انیجر ینیبشیو پ یمشاهداتهای داده نیب یزمان ینمودار سر -12شکل 

Fig. 12. Time series plot comparing observational data and river flow predictions from the single LSTM model during the training 

and testing phases 

 

  
 در دو مرحله آموزش و آزمون  LSTMمدل منفرد  یبرا ینیبشیپ ینمودار خطانمودار هیستوگرام خطا و توزیع نرمال و  -13شکل 

Fig. 13. Histogram of error and normal distribution, and prediction error plot for the single LSTM model during both the training 

and testing phases 

 

 

  

 LSTMچندک خطا برای مدل منفرد  -نمودار توزیع تجمعی و نمودار چندک -14شکل 

Fig. 14. Cumulative distribution plot and quantile-quantile error plot for the single LSTM model 

 

 
 LSTM ترکیبینمودار هیستوگرام خطا و تابع توزیع نرمال برای مدل منفرد و -15شکل 

Fig. 15. Error histogram and normal distribution function for the single and hybrid LSTM models 
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سه مدل  ،Danesh et al., (2025)در تحقیقی 

 می(، درخت تصمRF) تصادفی جنگل نیماش یریادگی

(DTو ،) یههمسا نیترکینزد (KNN )مدل سه و 

 یچشیپ یعصب یهاشامل شبکه قیعم یریادگی

(CNNحافظه طولان ،)ی ( کوتاه مدتLSTM و )کی 

 ستگاهیدو ا را در CNN-LSTM یبیمدل ترک

 متحده الاتیدر ا یکنزدر رودخانه مک یریگاندازه

 یهانشان داد که مدل جینتامورد بررسی قرار دادند. 

 انیجر ینیبشیطور مداوم در پبه قیعم یریادگی

عمل کردند.  نیماش یریادگی یهابهتر از روش ،رودخانه

را  هاینیبشیپ نیترقیدق CNN-LSTM یبیمدل ترک

  ارائه داد.

است بخشی از نتایج با این پژوهش هم راستا 

(Danesh et al., 2025). Khosravi et al., (2021)،  از

برای  RSو  RF ،Bagging ،M5P ،RCپنج مدل درختی 

بینی جریان رودخانه کورکورسر استفاده کردند. پیش

دیگر نیز مورد استفاده قرار ترکیبی همچنین پنج مدل 

گل نهای مبتنی بر جگرفت. نتایج نشان داد که مدل

عملکرد بهتری نسبت به سایر مدلترکیبی تصادفی و 

های درختی دارا هستند که با نتایج این پژوهش هم

 Arathy and. (Khosravi et al., 2021) استراستا 

Adarsh, (2024) یبیمدل ترک RF-LSTM یبرا 

 رودخانه بزرگ پامبا هضحوروزانه  انیجر ینیبشیپ

 انیروزانه جررهای یپرداختند. در پژوهش مذکور از متغ

روزه  7تا  1 ازدما، بارش،  کمینهو  بیشینهرودخانه، 

 د. شاستفاده ساله  2۵ ر و برای یک دورهیتاخ

به  نسبت ترکیبینتایج نشان داد که این رویکرد 

درصد دقت مدل را افزایش  12و  10ها منفرد بین حالت

 ترکیبیهای که نتایج آن از لحاظ برتری مدل دهدمی

 ,Arathy and Adarsh) استبا نتایج ما در یک راستا 

2024).  

Adnan et al., (2021)،  قیدق ینیبشیپجهت 

 RFو  LSTM ،ELMاز مدل های  رودخانه انیجر

اعمال شده  یهاحاصل از مدل جینتا استفاده کردند.

 یهانسبت به روش یدقت بالاتر LSTMنشان داد که 

ELM  وRF نتایج این پژوهش حاکی از  .کندیارائه م

بوده که با نتایج این پژوهش  RFبر  LSTMبرتری مدل 

کار رفته مدل هاما در هر دو مدل ب نیستراستا هم

عملکرد به مراتب بهتری نسبت به مدل منفرد  ترکیبی 

 ,.Sharma et al .(Adnan et al., 2021) دارا بوده است

رودخانه با استفاده از  انیجر ینیبشیپبه  ،(2023)

، SVM ،RF یهامدل) نیماش یریادگی یهامدل

LSTM  وMARS) جنوب هند یهادر رودخانه 

های پژوهش مذکور نشان داد که مدل یافتهپرداختند. 

RF روزانه و  انیجر یبراMARS انیجر ینیبشیپ یبرا 

. این نتایج حاکی ها عمل کردندمدل ریماهانه بهتر از سا

است که با نتایج این  LSTMبر  RFاز برتری مدل 

 . (Sharma et al., 2024)است راستا پژوهش هم

 

 گیرینتیجه

چارچوب  کی یابیپژوهش با هدف توسعه و ارز نیا

رودخانه  روزانه انیجر ینیبشیپ یبرا شرفتهیپ یبیترک

 یریادگی یهاعملکرد مدل سهیکورکورسر نوشهر، به مقا

حافظه  قیعم یریادگیو ( RFی )جنگل تصادف نیماش

در دو حالت منفرد و  (LSTM) مدتکوتاه یطولان

نشان  جینتا لیحل. تتموجک پرداخ لیبا تبد ترکیبی

 4 زیدابش موجک ژهیوموجک، به لیداد که ادغام تبد

(Db4)یکردیرو ن،یماش یریادگی یهاتمی، با الگور 

 یهاانیجر ینیبشیبهبود دقت پ یمؤثر برا اریبس

-مدل ترکیبی جنگل تصادفی. است یکیدرولوژیه

عنوان با عملکردی برجسته، به (RF-Waveletک )موج

 .در این پژوهش شناخته شدترین مدل بهینه

؛ 0.9422R=) آزمون مرحلهاین مدل در 

/s3RMSE=0.0106 m) این موفقیت  .دست یافت

در استخراج  Db4 دهنده توانایی بالای موجکنشان

 نشانکاز  اغتشاشهای چندمقیاسی و کاهش ویژگی

امکان  RF پیچیده جریان رودخانه است که به مدل

دقت بیشتری شناسایی  دهد الگوهای غیرخطی را بامی

 یتوانست خطا Db4 با موجک RF مدل بیترک .کند

 ۵۵حدود  RF با مدل منفرد سهیرا در مقا ینیبشیپ

 درصد کاهش دهد. 

دقت  LSTM-Wavelet ترکیبیمدل  ن،یهمچن

 39 حدود LSTM را نسبت به مدل منفرد ینیبشیپ

 ینقش محور ج،ینتا نیداد. ا شیدرصد افزا

 تیدقت و قابل شیوجک را در افزابا م پردازششیپ

ا ب سهیدر مقا یحت ،ینیبشیپ یهامدل یریپذمیتعم

یبرجسته م ق،یعم یریادگی شرفتهیپ یهایمعمار

-RF ،ترکیبی یهامدل میمستق سهیدر مقا .سازد
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Wavelet  خطا نسبت به  یدرصد 23با کاهشLSTM-

Waveletر،گید یخود را به اثبات رساند. از سو ی، برتر 

 انیعملکرد را در م نیترفیضع LSTMمدل منفرد 

 نیا یبرا دهدیها به ثبت رساند که نشان ممدل یتمام

 میتصم درختبر  یمجموعه داده خاص، ساختار مبتن

RF محور -حافظه ینسبت به معمار یانطباق بهتر

LSTM داشته است.  

طور واضح نشان داد که نتایج سناریوهای مختلف به

 (Ptش )های بارکه از ترکیب داده (S4) مسناریوی چهار

Qt−1) روزهو دبی با تأخیرهای زمانی یک، دو و سه

,Qt−2,Qt−3) ها کرد، در تمامی مدلاستفاده می

کند که این موضوع تأیید می .بهترین عملکرد را داشت

سیستم )مقادیر دبی گذشته( در کنار افزودن حافظه 

ق جریان ضروری بینی دقیهای بارش برای پیشداده

پژوهش  نیدر ا افتهیتوسعه یهااگرچه مدل .است

ذاتاً  محورداده کردیداشتند، اما رو یمطلوب اریعملکرد بس

ها و عدم لحاظ داده تیفیاز ک یناش ییهاتیقطع عدم با

 مواجه است.  زیآبخ حوزه یکیزیف راتییتغ حیصر

 یعمل یامدهایپ قیتحق نیا جیحال، نتا نیبا ا

 یهاینیبشیمنابع آب دارد. پ تیریمد یبرا یمهم

 تواندیم RF-Wavelet شده توسط مدلارائه قیدق

 لاب،یهشدار س یهاستمیس در میطور مستقبه

 بشر، یمصارف کشاورز یآب برا صیتخص یسازنهیبه

به کار  یآببرق یهاروگاهیاز ن یبرداربهره تیریو مد

 ریسا شودیم شنهادیپ ،یآت قاتیتحق .گرفته شود

ا ب بیدر ترک قیو عم نیماش یریادگی یهاتمیالگور

 یبرا یفراابتکار یهاتمیو الگور یموجک یهامدل

. رندیقرار گ یابیمورد ارز هاراسنجهابرف یسازنهیبه

منظور لحاظ سنجش از دور به یهاادغام داده ن،یهمچن

 تواندیم یاهیو پوشش گ یاراض یکاربر راتییکردن تغ

ها کمک مدل یکیزیف ییگرادقت و واقع شیبه افزا

 .دینما

 

 و قدردانی تشکر

 تیریمدروه گ یمقاله برگرفته از رساله دکتر نیا

 قاتیواحد علوم و تحق یآب و ساخت دانشگاه آزاد اسلام

پژوهش مراتب تشکر و  نیا سندگانینو. استتهران 

 .دارندیعلام ما آن دانشگاه خود را از یقدردان
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