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Extended abstract 

Introduction 

The complexity of aquatic systems, their spatiotemporal variations, the high cost and time-consuming 

nature of traditional testing methods, and the need for continuous monitoring all contribute to the difficulty 

of monitoring and evaluating water quality. Therefore, artificial intelligence, machine learning, and deep 

learning approaches are useful for predicting water quality given the diverse parameters involved and are 

more cost-effective compared to traditional testing methods. There is no uniform algorithm that performs 

optimally for predicting water quality, and different algorithms exhibit superior performance in different 

contexts. The quality of rivers in the Zagros mountainous region has decreased due to the erosion of karst 

formations, their passage through residential areas, changes in land use, drought, and climate change. Some 

of these rivers, such as the Karkheh, Karun, and Dez, serve as the source of drinking water for a population 

of over 10 million people. Therefore, changes in water quality pose increased risks and threats to the 

drinking water supply of these settlements. Assessing the quality of water resources and developing a 

suitable model will play an effective role in managing the required water supply. The present study aims to 

identify the best machine learning algorithm for estimating the water quality parameters of the Cham Anjir 

watershed while facilitating ongoing monitoring of the resource. 

Materials and methods 

Data from 321 samples of discharge and water quality parameters at the Cham Anjir hydrometric station 

during the period 1969–2021 were used to select a suitable artificial intelligence model and to assessthe 

quality of surface water resources in the Cham Anjir watershed. These samples included physical and 

chemical indicators: TDS, TH, SAR, Na, Mg, Ca, and Cl. Machine learning algorithms were employed to 

model the water quality of the Cham Anjir watershed. Through iterative testing of different models, the 

Support Vector Machine (SVM) and Classification and Regression Tree (CART) models were selected as 

the best performers. A correlation matrix was used to evaluate relationships among the variables, and based 

on these correlations, monthly discharge and monthly water quality indices—including TDS, TH, SAR, 

Na, Mg, Ca, Cl, EC, %Na, pH, HCO₃, and temporary hardness—were analyzed. A total of 321 monthly 

samples of the two key indices, TDS and TH, were studied over the statistical period of 1969–2021. To 

evaluate the accuracy of the machine learning algorithms in water quality modeling, the following 

performance indices were used: coefficient of determination (R²), mean squared error (MSE), and mean 

absolute error (MAE). 

Results and discussion 

The p-value from trend tests confirmed the existence of an increasing trend at the 95% confidence level 

for the two variables TDS and TH (surface water quality parameters of the Cham Anjir watershed) since 

1985. The average TDS in the first period (1969–1984) was 286.6 mg/L, and in the second period (1985–

2021) it was 422.08 mg/L. The average TH in the first period (1969–1984) was 181.5 mg/L, and in the 

second period (1985–2021) it was 278.6 mg/L. 
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The results of the correlation matrix indicated that TDS has a strong correlation with EC and TH. TH has 

a positive correlation with TDS, EC, HCO₃, Ca, Cl, and Mg , and an inverse correlation with pH. The 

machine learning algorithms SVM and CART successfully captured the increasing trend for the two 

parameters of total hardness and total dissolved solids in the discharge of the Cham Anjir watershed. The 

SVM algorithm with the linear kernel exhibited the best performance. In addition, the root mean square 

error (RMSE) validation index also showed lower values for the SVM algorithm compared to the CART 

algorithm. Therefore, SVM is more accurate in predicting water quality indicators. 

Conclusion 

Machine learning algorithms are effective for water quality modeling. The results indicated an increasing 

trend in TDS and TH concentrations in the Cham Anjir watershed since 1985. SVM performed better than 

CART in predicting TDS and TH. The findings suggest that decreasing river flow, increasing water 

consumption, and karst geology influence TH and TDS concentrations in the quality of this watershed. 

Water quality monitoring is essential for water resource management. For future estimates of water quality 

in this context, the SVM algorithm is recommended. 
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در ماشین یادگیری هایالگوریتم سطحی و ارزیابی آب کیفیت تخمین

 آبخیز چم انجیر 

4و هادی امیری 3، مهران زند*2، داریوش رحیمی1مریم آریاصدر
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  اصفهان، ایراناصفهان، رزی، دانشگاه دانشکده علوم جغرافیایی و برنامههیدرواقلیم ،  استاد 2

ایران  تهران، کشاورزی، ترویج و آموزش تحقیقات، سازمان وآبخیزداری، خاک حفاظت پژوهشکده دانشیار 3
 اصفهان، ایران، دانشیار دانشکده اقتصاد، دانشگاه اصفهان 4

 18/03/1404تاریخ پذیرش:                        11/10/1403: دریافتتاریخ  

 مبسوط یدهچک

مقدمه

 و های کشاوررزیفعالیتهای مهم توسعه پایدار است. شاخصهای شرب و کشاورزی از بخشکیفیت آب مصرفی در 

محدودیت منابع آب شیرین و با کیفیت مناسب از  ،است. از سوی دیگرده شآب  صنعتی انسان منجر به کاهش کیفیت

زمانو هزینه افزایش ، در طول زمان و مکانآن تغییرات ، های آبیسامانهپیچیدگی  های منابع آب است.محدودیتدیگر 

الگوریتم ه از استفادبر دشواری پایش و ارزیابی کیفیت آب اثرگذار است.  نیاز به پایش مداومو آزمایش کیفیت آب  بر بودن

مفید  ،دلیل پارامترهای متنوعکیفیت آب به بینیپیشبرای ، یادگیری ماشین و یادگیری عمیق هوش مصنوعی،های 

 آب یتکیف بینیپیش برای یکنواختی الگوریتم هیچ .های آزمایش سنتی، مقرون به صرفه استروشدر مقایسه با  ،بوده

کارایی این الگوریتم در تخمین عناصر فیزیکی و شیمیایی مورد ارزیابی قرار  ،دشومیدر این پژوهش تلاش  .ندارد وجود

دلیل فرسایش سازندهای کارستیک، عبور از مناطق زاگرس به رشته کوههای رودخانهکیفیت  های اخیردههدر  گیرد.

 ها مانند کرخه،رودخانهسکونتگاهی، تغییرات کاربری اراضی، خشکسالی و تغییر اقلیم کاهش یافته است. برخی از این 

 میلیون نفر هستند. بنابراین تغییر در کیفیت آب منجر به افزایش 10مین آب شرب جمعیتی بیش از أکارون و دز منبع ت

 ثریؤ. بنابراین بررسی کیفیت منابع آب و ارائه مدل مناسب آن نقش مشودمیها خطر و تهدید آب شرب این سکونتگاه

ضمن پایش کیفیت آب آبخیز چم انجیر،  ،ستا پژوهش حاضر، بر آن مین آب مورد نیاز خواهد داشت.أدر مدیریت ت

بهترین الگوریتم یادگیری ماشین در تخمین آن را ارزیابی کند.

 هامواد و روش

 10΄ تا 48˚ 40΄ هایطول بینیز کرخه است و خه آبزآبخیز چم انجیر واقع در استان لرستان و در جنوب شرق حوحوزه 

شناسی یکی از منابع مؤثر در غلظت متغیرهای سازندهای زمین قرار دارد. 33˚ 36΄ تا 33˚ 10΄ هایعرض و شرقی 48˚

آبخیز چم انجیر بسیار مؤثر  این سازند در تغییر کیفیتویژه در مناطق کارستیک است. شیمیایی منابع آب سطحی به

منطقه، میزان ترکیب شیمیایی سنگ شناسیتأثیر سنگتحت بیرانشهر و آبادخرم الشتر، جوارهم هضزیرحو است. سه

 40/0تا  01/0انحلال کربنات کارست )بین  میزان درصد و 11-13درصد و انحلال گچ  87-89ت، های آهک و دولومی

بالادست رودخانه دز منجر به تغییر  هایحوضهزیردر های نفوذی سنگو وجود آهکی بودن جنس زمین  .( استمترمیلی
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. همچنین خشکسالی اقلیمی و هیدرولوژی کیفیت منابع آب را تحت شده است TDS و EC پتاسیم، متغیرهای کلسیم،

عی و برای انتخاب مدل مناسب هوش مصنو .باعث افزایش درصد متغیرهای شیمیایی آب شده است ،ثیر قرار دادهأت

ستفاده ا 1969-2021دبی چم انجیر در دوره متغیر نمونه از  321بررسی کیفیت منابع آب سطحی آبخیز چم انجیر، از 

 انتخاب انجیر چم هیدرومتریک ایستگاه Mgو  Na ،SAR ،TH ،TDS ،Cl ،Ca شیمیایی هایمتغیر از ها،نمونه این. شد

در پژوهش حاضر، های یادگیری ماشین استفاده شد. سازی کیفیت آب سطحی چم انجیر از الگوریتمبرای مدل اند.شده

های مختلف یادگیری ماشین بررسی شده، اعتبار و دقت مقادیر برآورد شده با مقادیر متغیرهای شیمیایی با الگوریتم

 هایمدلتکرار و آزمون  ارزیابی شده است. بر اساس MAE و r،  MSEهای متغیرهای شیمیایی آب با شاخصاتی مشاهد

ها انتخاب عنوان بهترین مدلو رگرسیون درختی به پشتیبان بردار ماشین هایالگوریتم، مختلف الگوریم یادگیری ماشین

بین متغیرها از ماتریس همبستگی استفاده و بر اساس همبستگی، از میان دبی  سنجیارتباطبرای ارزیابی و  اند.شده

نمونه  321و سختی موقت،  3HCO ،Hp، Na، EC، Cl، Ca، Mg ،TH، TDSماهانه کیفیت آب،  هایمتغیررودخانه و 

های یادگیری بررسی دقت الگوریتم برایبررسی شد.  1969-2021در دوره آماری  THو  TDS متغیرماهانه از دو 

استفاده  قمیانگین خطای مطل و میانگین مربعات خطاهاهمبستگی،  هایکیفیت آب، از شاخص سازیمدلماشین در 

 شده است. 

 نتایج و بحث

 متوسط .کردیید أرا ت 1985از سال  TH و  TDSرمتغیدو د درص 95ایشی در سطح اطمینان وجود روند افز P-testنتایج 

TDS ( 1969-1984در دوره اول ،)گرم در لیتر میلی 08/422( 1985-2021و در دوره دوم ) گرم در لیتر میلی 6/286

گرم میلی 6/278( 1985-2021و در دوره دوم ) گرم در لیتر میلی 5/181( 1969-1984در دوره اول ) THو متوسط 

همبستگی  TH .دهدمینشان  TH و EC همبستگی قوی با TDS نشان داد که ماتریس همبستگینتایج  است. در لیتر

 هایالگوریتم .دهدمینشان  Hp و همبستگی معکوس با Mg و TDS ،EC ،3COH ،Ca ،Cl متغیرهای شیمیاییمثبت با 

سختی کل و غلظت مواد محلول آب در دبی آبخیز چم  متغیرروند افزایشی را برای دو  CARTو  SVMیادگیری ماشین 

 سنجیصحتبر این، شاخص علاوه. داشتبهترین عملکرد را  KernalLinear با مدل SVM. الگوریتم زنندیمانجیر تخمین 

RMSE الگوریتم  نیزSVM الگوریتم نسبت به یترنییپامقادیر  را با CART بنابراین، .نشان داد SVM   بینیپیشدر 

.است تردقیقکیفیت آب  هایمتغیر

 گیرینتیجه

 به روروند  در آبخیز چم انجیر، ،یج نشان دادانت. هستند مؤثرکیفیت آب  سازیمدلیادگیری ماشین برای  هایالگوریتم

. بهتر عمل کرد CART از TH و TDS بینیپیشر د SVM .وجود دارد 1985از سال  TH و TDS یهاغلظتدر  رشد

 تأثیر TDSو  TH در میزان غلظت شناسی کارسترودخانه، افزایش مصرف آب و زمین هش دبیها نشان داد کایافته

این مطالعه، الگوریتم های آینده کیفیت آب در برای تخمین. ضروری استمنابع آب پایش کیفیت آب برای مدیریت دارند. 

SVM  شودمیتوصیه.

ماشین بردار ویژهکیفیت آب، ، سنجیصحتدرخت تصمیم، سختی آب،  های کلیدی:واژه

 مقدمه

 هایبیماری اثر بر نفر میلیون پنج از بیش سالانه

 شکلم. دهندمی دست از را خود جان آب با مرتبط

 یلتبد یجهان تنش یک بهسالم  آشامیدنی آب کمبود

 با همزمان ،توسعه حال در کشورهای. است شده

در  بزرگی نهادی و فنیهای با چالش مالی، هایچالش

 تندهس روبرو آب منابع کیفیت و کمیت پایدار مدیریت

(Okafor et al., 2024). و عوامل  خشکسالی و سیلاب

را افزایش  منابع آب پذیریآسیباکولوژیکی و انسانی 

در آینده نشان  را ادامه روند فعلی ،داده است. مطالعات
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 ,.Barbieri et al ؛Murdoch et al., 2000) دهندمی

ثیر تغییر اقلیم، کیفیت منابع آب در رودخانه تحت تأ .(2023

ارس کاهش یافته و مقدار آن در شرایط بد )مقدار شاخص 
WQI  قرار دارد ( 69/15مساوی(Farid Giglou et al., 

 انحلال و سنگ هوازدگی طریق از شناسیزمین (.2022
 و تغذیه بر دبی رودخانه. گذاردمی تأثیر آب کیفیت بر کربنات
 کاهش کهدرحالی گذارد،می تأثیر زیرزمینی هایآب کیفیت

 آب کیفیت و شودمی شور آب نفوذ افزایش به منجر بارندگی
 ,.Li et al)کندمی بدتر یکوهستان هایرودخانه دره در را

2023).  

اده از استفشناخت بهتر کیفیت آب،  برایبنابراین 

با دقت مناسب ارائه  یهایخروجیهایی که بتواند مدل

مبتنی بر هوش مصنوعی  هایمدلالزامی است.  ،دهند

یادگیری ماشین و یادگیری عمیق مانند شبکه عصبی، 

 ها در شناساییمدلها هستند. این مدلجمله این از

، سانیهای انفعالیتبینی تأثیر منابع آلودگی آب، پیش

پارامترهای کیفیت آب استفاده  بندیطبقهنظارت و 

بر کیفیت آب مانند  مؤثر. تنوع پارامترهای شوندمی

 متغیرهایترکیب  اقلیم، شناسی، کاربری زمین،زمین

هوش  هایمدلشیمیایی آب و دبی گویا این است که 

 بینیپیشتواند در ارائه مدل مناسب برای می مصنوعی

 Fernández del Castillo et) کیفیت آب مفید باشند

al., 2022؛ Yan et al., 2024؛ Cojbasic et al., 2023؛

Omambia et al., 2022 ؛Khan and see, 2016.)

جمله علومی است که علم داده علم مهندسی آب از

در آن نقش مهمی دارد، این علم در استخراج و تحلیل 

ثر است این ؤهای بزرگ مدادهاطلاعات و فهم روابط بین 

. با توجه به علم به یادگیری ماشین متکی است

های منابع آب که منجر به ویژگیمختلف  هایلشک

شده است، بر پیچیدگی بیشتر بررسی  آب متفاوت

های مختلف مدل یفیت آب می افزاید: بنابراین،ک

به بررسی کیفیت آب سرعت می یادگیری ماشین

 به توجه اب (.(Delbaz and Ebrahimian, 2024د نبخش

 ودنب گیر وقت ،مایش کیفیت آبهای مربوط به آزهزینه

 نیز با توجه به و آب کیفیت منابع بر نظارت و پایش

کیفیت  بینیپیش و سازیمدل اطلاعات، بالای حجم

 1یادگیری ماشین های الگوریتم از استفاده با آب منابع

1 Machine learning 

 مدیریت بهو  ،شده زمان و هزینه در جوییصرفه منجر به

 . کندمی کمک آتی هایدوره در آب منابع بهتر

Al-Adhaileh et al., (2022)  با کمک هوش

  SES ANFISو  SES BiLSTMهای مصنوعی و مدل

و  TR-BA الگوریتم ترکیبی ، ,.Bui et al)(2020 و

2019)(et al.,  Ahmed، الگوریتم تقویت گرادیان، 

2023)(Dritsas and Trigka, ، الگوریتم Stacking  را

 Dezfooli et بهترین الگوریتم؛ عنوانبه SMOTEپس از 

al., (2018)   با استفاده از عملکرد سه مدلPNN ،KNN، 

بهترین مدل،  عنوانبه PNNدر نهایت با مدل  SVMو 

بینی کیفیت آب با دقت بالا، در و پیشبندی طبقهبه 

 هاتهیاف هزینه نظارت پرداختند. کمینهزمان و با  کمینه

مدل)استفاده از  پیشنهادی رویکرد که دهدمی نشان

 قابل و اعتماد قابل روش یکهای یادگیری ماشین( 

 که دکنمی ارائه آب کیفیت بینیپیش برای تفسیر

 و متخصصان برای توجهیقابل طوربه تواندمی

 اب هامدل عملکرد .باشد مفید آب گیرندگانتصمیم

 R و MAE، RMSE، 2R مانند معیارهایی از استفاده

 لگوریتمابا  را بالایی بینیپیش دقت نتایج. شد ارزیابی

XGBoost2 که درحالی داد. نشانRF  وLightGBM 

در این  MLکاربرد  دهندهنشانعملکرد خوبی داشت که 

 زمینه است. 

 اننش در تحقیق شده استفاده مدل هایبینییشپ

 تعیین در عوامل تأثیرگذارترین BOD و COD ،داد

بر اساس .)(Randika et al., 2024 دانبوده آب کیفیت

های مدلاز میان  et al.,  Nallakaruppan)2024( نتایج

جنگل(، SVM) (، ماشین بردار ویژهDT) تصمیمدرخت 

 برای 999/0را با دقت  RF(، الگوریتم RFهای تصادفی )

 بودن شرب قابل در مؤثر پارامترهای ترینمهم توضیح

 ,.Kaur et al کار بردند.بهها آب و تخمین ناخالصی

 رگرسیون تقویت تحقیق خود نشان دادند کهدر  )2024(

کند تر عمل میهای دیگر بهاز روش (GBoost) گرادیان

 و MAE، MSE  هایو به دقت بالایی بر اساس سنجه

RMSE ا و یابد. دمدست می بینی کیفیت آببه پیش

 . اندبودهرسانایی مؤثرترین عوامل در کیفیت آب 

نشان داد  Asadollah et al., (2021) پژوهشنتایج 

بینی( پیشETR) اضافی که الگوریتم درخت تصمیم

2 Gradient boosting 
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در ( WQIشاخص کیفیت آب )تری را برای دقیقهای 

هر دو مرحله آموزش و آزمایش کنگ طی هنگرودخانه 

 Sayahi et al., (2024)نتایج تحقیقات  کند.میایجاد 

بینی پیشدر  )RF(الگوریتم جنگل تصادفی  ،نشان داد

 ،کیفیت آب رودخانه مارون بهترین عملکرد را داشته

ترین متغیر است.نیترات در کاهش کیفیت آب مهم

حجم داده و خطای مدل هنگام پردازش  به توجه به

 هایالگوریتمکیفیت آب،  متغیرهای بندیطبقهو 

مختلف یادگیری ماشین عملکرد متفاوتی دارند. شبکه 

ساده و ترکیبی ابزار مناسب برای  عصبی مصنوعی

پارامترهای کیفیت آب و  سازیمدلو  بینیپیش

تغییرات سطح آب است و بهترین عملکرد را در حفظ 

 Rahimi and) کیفیت آب و مدیریت منابع آب دارد

Hasheminasab, 2017 ؛Sahoo et al., 2017 ؛Oğuz 

and Ertuğrul, 2023 ؛Eze et al., 2023.) 

به   ,Khullar and Singh)(2021 در پژوهشی

 سازیمدلالگوریتم یادگیری ماشینی در  مقایسه نه

هوش  هایمدلکیفیت آب پرداختند. طبق نتایج، 

های بردار پشتیبان و جنگل و ترکیب ماشینمصنوعی 

روش مناسب برای بهبود مدیریت پایدار کیفیت  تصادفی

 Qie) و کمیت منابع آب با دقت بالا و هزینه کم هستند

et al., 2023 ؛et al., 2023 Nuanmeesri ؛Zaresefat 

and Derakhshani, 2023). 

های بردار ماشینها نشان داد یافتهآن  برعلاوه

 1رگرسیونبردار پشتیبان  ( مانندSVMsپشتیبان )

(Granata et al., 2017؛ Hussein et al., 2020 ) و

 Arabgol ؛et al., 2018 Haghiabi) 2بردار ویژهماشین 

et al., 2016)  های کیفیت آب را متغیربا دقت بیشتری

نتایج مطالعات و دقت  .دنکنمی بینیپیشو  سازیمدل

 هامدلنشان داد الگوریتم یکسانی در  هامدلسنجی 

ثال م عنوانبهکیفیت آب وجود ندارد.  بینیپیشبرای 

Sahour et al., (2023) الگوریتم جنگل تصادفی، 

Shirazi et al., (2023)  الگوریتمM5tree،  Goodarzi

et al., (2023) الگوریتم MARS از سایر  تردقیق را

 and Chanat,  Murphy)(2023اند. ها معرفی کردهمدل

الگوریتم  Abuzir and Abuzir, (2022)مدل رگرسیون، 

  ,.Khan et al)(2021بیز ساده و پرسپترون چند لایه و 

( درصد 95)با دقت های اصلی الگوریتم رگرسیون مؤلفه

1 Support Vector Regression (SVR) 

Rawy -El( ، درصد 100گرادیان )با دقت  بندیطبقهو 

2023)(et al.,   الگوریتم هوش مصنوعی،  ششبین

را با  ANN، مدل رگرسیون و GPRرگرسیون گاوسی 

خطای کمتر نسبت به سایر بالاترین همسبتگی و 

بین چهار الگوریتم   ,.Hamada et al)(2024ها، الگوریتم

و GPR، RF، XGB)مختلف یادگیری ماشین 

LightGBM)،  مدلGPR  بینیپیشبهترین عملکرد 

 BODو  TSS ،CODکننده را برای پارامترهای پساب 

یادگیری ماشین تشخیص  هایمدلدر مقایسه با سایر 

 .دادند

2023)(Beiranvand et al.,   الگوریتم  پنجبین

 GP-PUKو  GP-RBF هایالگوریتمیادگیری ماشین 

انحلال رسوبات  سازیمدلهایی بهینه برای تکنیک

با الگوریتم    ,.Kouadri et al)(2021رودخانه و 

یفیت آب ک متغیر بینیپیشبه  رگرسیون درختی اضافی

,.Ghaemi et al  زمان پرداختند. کمترینبا دقت بالا و 

و  GEPاستفاده از روش تلفیقی حاصل از  با(2024)

ANN  با درصد خطاRMSE  کمتر از روش مستقل

GEP  وANN، سازی مواد جامد محلول در لبه مد

 35/48ها ترتیب خطای مدلرودخانه تجن پرداختند )به

درصد کمتر است(. 02/14و 

از حجم بارش سالانه ایران به درصد 25حدود 

در ) منطقه کوهستانی البرز. دو استصورت رواناب 

جنوب -شمال، غرب به شرق( و زاگرس )شمال غربی

های آبگیر رودخانه های ایران کانون ترینمهمشرقی( 

های ناحیه کوهستانی زاگرس رودخانههستند. کیفیت 

دلیل فرسایش سازندهای کارستیک، عبور از مناطق به

غییر خشکسالی و ت ،سکونتگاهی، تغییرات کاربری اراضی

ها مانند رودخانهاقلیم کاهش یافته است. برخی از این 

مین آب شرب جمعیتی بیش أکارون و دز منبع ت کرخه،

میلیون نفر هستند. بنابراین تغییر در کیفیت آب  10از 

منجر به افزایش خطر و تهدید آب شرب این سکونتگاه

ه ارائ. بنابراین بررسی کیفیت منابع آب و شودمیها 

مین آب أثری در مدیریت تؤمدل مناسب آن نقش م

مورد نیاز خواهد داشت. 

در این پژوهش تلاش بر آن است که مدل مناسبی 

تحلیل کیفیت منابع آب سطحی در غرب و جنوب  برای

2 Support Vector Machine (SVM) 
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 شیمیایی هایمتغیرغرب ایران ارائه شود. بدین منظور 

رودخانه کرخه های هضزیرحوآب سطحی در یکی از 

مدل مناسب در حوزه هوش دن کرکالیبره  برای

مصنوعی برای تحلیل کیفیت آب انتخاب شده است.

 هامواد و روش

 در غرب کشور چم انجیر آبخیز :مطالعه موردمنطقه 

این . استیز کرخه واقع شده خآب هزحوو جنوب شرق 

 و شرقی 48˚ 10΄ تا 48˚ 40΄ هایطول بین حوضه

 میانی بخش در شمالی 33˚ 36΄ تا 33˚ 10΄ هایعرض

بارش سالانه  (.1 )شکل قرار دارد زاگرس کوه رشته

 است.سلسیوس  1/17، دمای سالانه مترمیلی 3/549

به میزان  1991-2021چم انجیر در دوره سالانه دبی 

اوج آبدهی در ماه فروردین  .استمکعب بر ثانیه متر 2/9

 6/3 آن در ماه شهریور کمینهو مکعب بر ثانیه متر 3/22

 بوده است. مکعب بر ثانیه متر

من، های بهماه وآغاز افزایش حجم دبی دی ماه، 

در  (.2)شکل آن استاوج  اسفند، فروردین و اردیبهشت

نبود بارش، مصرف آب در تمام  برعلاوههای گرم سال ماه

آبدهی ایستگاه هیدرومتری، روند  ،ی بودهها افزایشبخش

ها نشان مییافتهکه طوریهب. دهدمینشان  را کاهشی

 طبقهدهند که با رخداد تغییر اقلیم در این منطقه، 

کیفیت آب شرب و کشاورزی  تغییر کرده،کیفیت آب 

 1S3C طبقهبه  1S2C طبقهاز خوب به قابل قبول و از 

.)Motlagh et al., 2016) Soleimani تغییر یافته است

 

 
 انجیرچم آبخیز جغرافیایی موقعیت -1شکل 

Fig. 1. Geographical location of Cham Anjir Watershed

شناسی یکی از منابع مؤثر در سازندهای زمین

ویژه در شیمیایی منابع آب سطحی به متغیرهایغلظت 

سازندهای  چم انجیر ازه ضحومناطق کارستیک است. 

سورگاه، سروک، امیران، گورپی، کشکان،  -ایلام

گچساران، شهبازان، کشکان و بختیاری  آسماری،

 تشکیل شده است. سازند گچساران )گچ و نمک(، به

منجر به تغییر سختی آب  ،پذیر بودهفرسایششدت 

(TH و افزایش بار محلول آب )(TDS )شود. این می

 حوزه آبخیز چم انجیر بسیارسازند در تغییر کیفیت آب 

 الشتر، جوارهم هضزیرحو (. سه3 مؤثر است )شکل

 شناسی منطقه،تأثیر سنگتحت بیرانشهر، و آبادخرم

میزان ترکیب شیمیایی سنگ های آهک و دولومیت، 

 میزان درصد و 11-13درصد و انحلال گچ  89-87

( مترمیلی 40/0تا  01/0انحلال کربنات کارست )بین 

 (. Sepahvand et al., 2021) است

یر ثأرودخانه دز را نیز تحت ت ،ساختار زمین شناسی

خشکسالی و عبور رودخانه از مسیر قرار داده است. 

های نفوذی مانند گرانیت و گرانودیوریت منجر به سنگ

های افزایش کلسیم و پتاسیم و اثرات منفی بر شاخص

 کیفی منابع آب رودخانه تیره شده است

(Farhadinejad et al., 2024.)  با توجه با کارست بودن

پذیری و افت منطقه، افزایش دبی و بارش بر انحلال

Beiranvand ) چم انجیر مؤثر استه ضحوکیفیت آب 

et al., 2023.)
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انجیرچم آبخیزشناسی زمین -3شکل 
Fig. 3. Geology of Cham Anjir Watershed 

هیدروگراف میانگین بلندمدت آبخیز چم  -2شکل 

( 1991-2021انجیر)
Fig. 2. Monthly long-term hydrograph of Cham Anjir 

Watershed during 1991- 2021 

مدل مناسب هوش مصنوعی و  : برای انتخابهاداده

 آبخیز چم انجیر، ازکیفیت منابع آب سطحی  بررسی

-2021در دوره  دبی چم انجیر متغیرهایاز نمونه  321

شیمیایی  هایمتغیر از ها،نمونه ایناستفاده شد.  1969

Na ،SAR ،TH ،TDS ،Cl ،Ca  وMg ایستگاه 

 اند.شده انتخاب انجیر چم هیدرومتریک

روش تحقیق در این پژوهش، روش تجربی است.  :روش

 و TH تغییرات متغیرهای ناپارامتری روند هایآزمونبا 

TDS  (1)رابطه  آزمون پتیت() شدمشخص. 
KTmax| Ut,T|,   Ut,T= ∑ ∑ sgnT

j=t+1
t
i=1 (Xi-Xj)  

p≃2 exp (
-6 KT

2

T3+T2)  (1) 

کیفیت آب سطحی چم انجیر از  سازیمدلبرای 

های یادگیری ماشین استفاده شد. در پژوهش الگوریتم

های مختلف حاضر، متغیرهای شیمیایی با الگوریتم

یادگیری ماشین بررسی شده، اعتبار و دقت مقادیر 

 ببرآورد شده با مقادیر مشاهداتی متغیرهای شیمیایی آ

 (ندشومی)در ادامه تشریح  سنجیصحتهای شاخصبا 

های الگوریم سنجیصحتشده است. طبق  ارزیابی

و  پشتیبان بردار های ماشینیادگیری ماشین، الگوریتم

ها انتخاب عنوان بهترین مدلرگرسیون درختی به

اند.شده

نوع  ،الگوریتماین : )SVM( پشتیبان بردار ماشین

ای از تحلیل رگرسیون است که در رسم خطوط پیشرفته

 بودنغیرخطیها عملکرد بهتری دارد. مرزی بین دسته

 رینرلیهسته ؛ های ماشین بردار پشتیبانکرنلاز  هاداده

تابع پایه شعاعی  (،3)رابطه  ، سیگموئید(2)رابطه 

(RBF)  استفاده  (5)رابطه  ایچندجمله(، 4)رابطه

 در هامدلنتایج ارزیابی  به توجه به. (1)جدول  شودمی

 Linearبهترین برازش در مدل کرنل  پژوهش،این 

حاصل شد.

ویژه بردار ماشین هایکرنل وابطر -1جدول 
Table 1. Kernel relationships of Support vector machine 

Linear sigmoid RBF Polynominal 

𝑘 = | 𝑥 − 𝑥'| (2) 𝑘 = 𝜃ℎ(𝛾| 𝑥 − 𝑥'|+r) (3) 𝑒−(𝛾|𝑥−𝑥'|)2
  (4) (𝛾| 𝑥 − 𝑥′| + 𝑟)𝑑  (5) 

γ = 𝑔𝑎𝑚𝑚𝑎 

. است sigmoid و rbf، poly یبرا کرنلگاما، ضریب 

ند کهرچه مقدار گاما بیشتر باشد، الگوریتم تلاش می

تمرینی انجام  یهادادهمجموعهبرازش را دقیقاً بر اساس 

خطا و وقوع مشکل  یافتنیمتعمدهد و این امر موجب 

.شودمی 1برازشبیش 

1 Over-Fitting 

:CART 2 بندیطبقهالگوریتم رگرسیون و درخت 

یک ساختار  بندیطبقهالگوریتم رگرسیون و درخت 

درختی مانند نمودار جریان است که از روش انشعاب 

هر نتیجه ممکن یک تصمیم استفاده  دادننشانبرای 

به دو یا چند مجموعه  در این الگوریتم، جمعیت. کندمی

اس بر استمایز بین دو مجموعه، . شوندمیهمگن تقسیم 

2 Classification and regression trees 
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. شودمیانجام  امکان تاحد متغیرهای مستقل ترینمهم

با ابعاد بالا را  هایداده توانندمیدرختان تصمیم 

بهترین تقسیم در هر گره بر اساس مدیریت کنند. 

ات کار یا افزایش اطلاع Gini معیارهایی مانند ناخالصی

.(Lakshmi et al., 2013) کندیم

ابطه ر صورتبهو رگرسیون  بندیطبقهالگوریتم درخت 

 است. (6)

G(Q
m 

, tm)= 
nm

Left

nm
H ( Q

m

Left (tm )) +  
nm

Right

nm
 H ( 

Q
m

Rite (tm ))  (6)  

موجود در گره  هایداده Qmگره،  Mدر آن،  که

 H ،موجود در گره هاینمونهتعداد  mn ،(8)رابطه 

های در چپ و راست گره، های زیرمجموعهناخالصی

tm( است7آستانه گره )رابطه  عنوانبه. 

(7 )tm= tm MSE ( Q
m ,

tm)

(8 )  y̅
m

= 
1

nm
 ∑ y ∈ Q

m

y  Were ,    MSE Q
m

= 

∑ y ∈ Q
m

 ( y̅
m

-y)
2 

برای ارزیابی توانایی ماشین در اخذ  ارزیابی الگوریتم:

به مدل  شدهدادهآموزش هایبینیپیشتصمیمات، 

میزان دقت الگوریتم و  طریقبدین. شوندمیآزمایش 

گیری از پیش منظوربه. شودمیآموزش داده ارزیابی 

.انجام شود بیش برازش حتماً باید اعتبارسنجی متقابل

 بین متغیرها از ماتریس سنجیارتباطو  ارزیابیبرای 

همبستگی استفاده و بر اساس همبستگی، از میان دبی 

،3HCO ،pHکیفیت آب، ماهانه  هایمتغیررودخانه و 

Na، EC، Cl، Ca، Mg ،TH، TDS  ،321و سختی موقت 

در دوره آماری  TH و TDS نمونه ماهانه از دو متغیر

بررسی دقت الگوریتم برایبررسی شد.  2021-1969

کیفیت آب، از  سازیمدلهای یادگیری ماشین در 

، میانگین 1مربعات خطاها همبستگی،های شاخص

( استفاده شده است. 11تا  9 های)رابطه 2خطای مطلق

(9  )r=
∑ (xi- x̅).(yi- y̅)n

i=1

√∑ (xi- x̅)2. ∑ (yi- y̅)
2n

i=1
n
i=1

(10)                                          MSE= 
∑(Yi- Xi)

2

n

(11  )                                          MAE=
∑ | Yi- Xi |

n

 مقادیر Yi مشاهداتی، مقادیر iX فوق، هایرابطه در

 رابطه ،اساس براین. است هاداده تعداد n و شده برآورد

 محاسبه عدد هرچه است همبستگی ضریب رابطه (7)

 بین قوی ارتباط دهندهنشان باشد، یک به نزدیک شده

  ,.Hashminasab et al) است آزمون مورد عناصر

 مدل مفهومی تحقیق در ادامه ارائه شده است .(2022

.(4شکل )

تحقیق مفهومی مدل -4 شکل
Fig. 4. Conceptual research model 

1 Mean Square Error 2 Mean Absolute Error 
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 بحث و جینتا

 ایمتغیرهدر ارزیابی روند تغییر غلظت  تحلیل روند:

چم انجیر از دو پارامتر، بار  آبخیزشیمیایی آب در 

-Pettitt’s ناپارامتریمحلول در آب  و سختی آب آزمون 

Test  جدول  شداستفاده  درصد 95در سطح اطمینان(

دارای روند  THو  TDS متغیرنتایج نشان داد که دو  (.2

این  1985بوده که از سال  درصد 95دار در سطح معنی

در دوره اول  TDSتغییرات شروع شده است. میانگین 

( به 1986-2021و دوره دوم ) 6/286( 1984-1969)

در دوره اول  THگین افزایش و میان 08/422مقدار 

 افزایش یافته است 6/278دوم به  و در دور 5/181

(.5 شکل)

Pettitt’s-Test آزمون اساس بر آب کیفیت های پارامتر روند -5شکل 

Fig. 5. Trend of water quality parameters based on Pettitt's-Test 

1969-2021 دوره در انجیر چم آبخیز آب کیفیت P-test آزمون یدارمعنی سطح -2 جدول
Table 2. Significance level of P test of water quality in Cham Anjir Watershed in the period of 1969-2021 

THTDSWater Quality index

19851985t
< 0.0001< 0.0001p-value (Two-tailed)

های کیفیت سازی دادهمدل برایماتریس همبستگی: 

آب در یادگیری ماشین، میزان همبستگی و روابط بین 

ماتریس  6 شکلباید مشخص شود. در  متغیرها

کیفیت آب با جریان رودخانه چم  هایمتغیرهمبستگی 

انجیر نمایش داده شده است. بررسی جدول نشان می

دهد، در قطر ماتریس بیشترین همبستگی وجود دارد 

با خودش همبستگی قوی و عدد یک را  متغیرکه هر 

کیفیت آب  متغیرهایدهد. دبی رودخانه با نشان می

دهد البته در مواردی نشان نمی دارمعنیهمبستگی 

وجود دارد،  (-46/0تا  -89/0) رابطه معکوس و ضعیف

چم انجیر، غلظت  بخیزآبا افزایش دبی رودخانه در 

 شیمیایی کاهش یافته است. متغیرهای 

 TH متغیرو با  +EC، 97/0با  TDS متغیرهایبین 

 برعلاوه THوجود دارد.  + 73/0 رابطه مستقیم و قوی

TDS  وEC  3 متغیرهایباCOH ،Ca ،Cl  وgM  نیز

دارد. افزایش هر  یکتا  55/0رابطه مثبت و قوی بین 

با  TH. یابدمینیز افزایش  THمقدار  متغیرهاییک از 

-41/0 رابطه معکوس بین SARو  pH ،Na متغیرهای

دارد. یعنی با افزایش سختی آب، نسبت جذب  -5/0تا 

یابد. بر و درصد سدیم و نیز قلیاییت آب کاهش می

لظت غ ، ضریب همبستگی دو متغیرسنجیارتباطاساس 

ست.بیشتر ا متغیرها با سایر بار محلول آب و سختی کل

ماتریس  به توجه بهمدل ماشین بردار ویژه: 

همبستگی متغیرهای شیمیایی کیفیت آب در آبخیز 

با  TDSو  TH عاملچم انجیر در پژوهش حاضر، دو 

آموزش به مدل پشتیبان ماشین  براینمونه  321

متغیرها  درصد 16سازی انتخاب شده است. در این مدل

.شدمابقی برای تست انتخاب یادگیری و  عنوانبه

بوده  KernalLinearبهترین مدل  ،ها نشان دادیافته

 Tolerance=0.001و   Epsilone=0.1است. این مدل با 
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، بهترین نتیجه بامدل 1سنجیاعتبار برایاست. 

Number of Folds =10 دست آمد.هب

عمکرد  ارزیابینمونه برای  10تصادفی،  طوربه

انتخاب  THمشاهدات  316در یادگیری  SVMالگوریتم 

شده است. متوسط سختی کل آب در آبخیز چم انجیر 

گرم میلی  59/236، 1996-2021طی دوره مطالعاتی 

ها با ها و متوسط آننتایج عملکرد نمونهاست.  در لیتر 

ضرایب میانگین مربعات خطا، ضریب تعیین و قدر مطلق 

متوسط  طوربهداده شده است.  نمایش 3خطا در جدول 

برای  MAE=2.6و  MSE=22.4 ،r=0.99مقدار 

دهد که عملکرد الگوریتم بندی مدل نشان میطبقه

SVM ها بسیار عالی است. طبق ها در یادگیری دادهداده

 4و  7، 9های های تصادفی شمارهنمونه ،3جدول 

وسیله به سازیبسیار بالای مدلدهنده دقت نشان

مثال، در نمونه شماره  عنوانبههستند.  SVMگوریتم ال

 است.r = 0.998 و  MAE=2.59 ،MSE=6.4 ، مقادیر9

 (1969-2021) انجیر چم آبخیز در روخانه دبی و آب کیفیت شیمیایی متغیرهای بین همبستگی -6 شکل
Fig. 6. Correlation between water quality elements and discharge in Cham Anjir Watershed in 1969-2021 

TH یاعتبارسنج جینتا -3جدول 

Table 3. Cross-validation results TH 

Mean 1 2 3 4 5 6 7 8 9 10 

MSE 22.4 10.08 11.05 18.005 8.4 10.8 9.2 8.3 12.8 6.4 128.8 

r 0.99 0.998 0.998 0.997 0.998 0.998 0.998 0.998 0.998 0.998 0.98 

MAE 2.6 2.17 2.911 2.86 2.12 2.79 2.44 2.209 2.437 2.059 4.14 

 SVM الگوریتمدر  TDS متغیر سنجیصحتنتایج 

 طوربه، میانگین مربعات خطا دهدمی نشان 4در جدول 

 و قدر مطلق خطا 98/0 ، ضریب تعیین5/350 متوسط

 MAEو  rدو ضریب  MSEجز ضریب هاست.  ب 83/8

ناشی  MSEدهند مقدار بالا دقت بالای مدل را نشان می

 42/363در این دوره است ) TDSاز مقدار بالای متوسط 

اعتبار و دقت  5و  3(. نمونه شماره گرم در لیترمیلی

که در نمونه یطوربهاند. بالاتری در یادگیری داشته

،MSE=48.2برابر  سنجیصحتمقادیر ضرایب  3شماره 

MAE= 5.59 و r=1 بدین شرح است.

TDS یاعتبارسنج جینتا -4جدول

Table 4. Cross-validation results TDS 

Mean 1 2 3 4 5 6 7 8 9 10 

MSE 530.5 186.5 151.5 48.2 116.2 81.3 726.6 207.3 3499.1 230.1 58.6 

r 0.98 0.98 0.98 1 0.99 0.99 0.95 0.98 0.89 0.98 0.99 

MAE 8.83 8.10 8.17 5.59 5.63 6.28 12.77 7.67 18.88 9.15 6.02 

1 Accuracy 
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و  TDS بندیطبقهپارامتر آموزش  321از مجموع 

TH ، مشاهدات برای آموزش مورد استفاده  316تعداد

مورد  TDS ،53 ها برای متغیرقرار گرفت که از بین آن

 بردار پشتیبان شناسایی شده و بایاس نزدیک به صفر

مورد بردار  TH ،11 برای متغیر است و (-007/0)

 پشتیبان شناسایی شده و بایاس نزدیک به صفر

های آموزشی این دو(. داده4است )جدول  (-025/0)

 ،5 اند. در جدولشده بندیطبقهخطا  کمینه، با متغیر

،MAEهای آموزشی و نمونه با ضرایب میزان دقت داده

r و MSE  متغیرهایبرای TDS  وTH  با محاسبه و

اند. برآورد مدل در اعتبارسنجی یکدیگر مقایسه شده

ر متغیرهای آموزشی برای داده  MSEو MAE، rضرایب 

TDS و برای ارزیابی  2/473 و 976/0 ،5/8 ترتیببه

 و 988/0، 79/10ترتیب به های آموزشیدقت داده

های آموزشی است. مقادیر برآوردی آن در داده 7/226

و برای ارزیابی  2/8 و 999/0 ،4/2 ترتیببه THر متغی

 4/12 و 999/0 ،8/2ترتیب های آموزشی بهدقت داده

 یده شده است. سنج
(TDS ،TH) عملکرد معیارهای -5جدول

Table 5. Performance metrics (TH and TDS) 

Index Training set Validation set 

Statistic TH TDS TH TDS 

MSE 8.228 473.226 12.378 226.705 

r 0.999 0.976 0.999 0.988 

MAE 2.386 8.485 2.885 10.799 

Bias(Estimation) - 0.025 - 0.007 

Number of support vectors 11 53 

سختی و میزان بار محلول آب با  هایدادهبرآورد 

مقادیر برآوردی بر اساس مشاهدات : ماشین پشتیبان

و  7سختی کل و بار محلول آب در شکل  متغیرهای

 داده 316نمایش داده است. از آنجا که شرح  6جدول 

گنجد، به شی مندرج در جدول در این بحث نمیآموز

. مشاهدات آموزشی شودمیآن پرداخته  نمونه پنجشرح 

به 2 و 32، 56، 292، 304 هایدر شماره TDS متغیر

است که مقادیر  250 و 295، 265، 488، 441 ترتیب

، 5/445 ترتیببه SVMمدل وسیله به بینی شدهپیش

گرم در لیتر میلی 2/281 و 9/286 ،4/256، 4/486

 است. 

 و 57، 90، 188، 266 هایبا شماره THمشاهدات 

 و 159، 5/157، 310، 365 دارای مقادیر آموزشی 44

به SVMالگوریتم وسیله به هاوده که مقدار آنب 5/147

میلی 9/14 و 06/157، 156، 8/305، 1/371 ترتیب

 هایلشکو  6شده است )جدول  بینیپیشگرم در لیتر 

–b7 و –d7 هایلشک(. در –a7 و –c7 316 های داده

در دوره  TH و TDS شده بینیپیشمشاهداتی و 

شده است، نمودار روند  سازیمدل 2021-1969

را مطابق با مشاهدات تخمین زده  متغیرافزایشی هر دو 

است. الگوریتم ماشین بردار ویژه مقادیر آموزشی را به 

 سازیمدلدهد. دقت الگوریتم در خوبی پوشش می

بیشتر است.  TH متغیر

 (نمونه یاعتبارسنج) ینیبشیپ -6جدول 
Table 6. Predictions (Validation sample) 

TDS TH 

OBS TDS Prediction (TDS) OBS TH Total Prediction (TH) 

2 250 281.2 44 147.5 146.9 

32 295 286.9 57 159 157.06 

56 265 256.4 90 157.5 156 

292 488 486.4 188 310 305.8 

304 441 445.5 266 365 371.1 
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SVM در b-d اعتبارسنجی و a-c آموزشی هاینمونه (THو  TDS) آب کیفیت بینیپیش -7 شکل

Fig. 7. Prediction of water quality (TDS, TH) training samples a-c and validation b-d in SVM 

در  درختی: بندیطبقهکارایی مدل رگرسیون و 

و رگرسیون درختی از روش  بندیطبقهالگوریتم 

CHAID  های متغیرمبتنی بر ماتریس همبستگی بین

، درصد 95ترکیب  هآستانشیمیایی، در سطح اطمینان و 

 هایدادهاز کل استفاده شد.  TDS  و  THعاملدر دو 

، C&RTالگوریتم وسیله به (321) سامانهورودی به 

نمونه برای  10و  آموزش برایداده مشاهداتی  311

 . شدانتخاب  هامدلسنجی اعتبار

ذکر شده مجموعه قواعد مبتنی های متغیربراساس 

اساس قواعد تهیه شده بر اگر........آنگاه....... ارائه شده و بر

انتخابی برآورد شده است. مجموعه  مقادیر متغیرهای

قاعده اگر.... آنگاه ..... و  TDS ،10قواعد برای برآورد 

های قاعده ارائه شده است )جدول TH، 119برای برآورد 

داده آموزشی، الگوریتم، بهترین عملکرد  321(. از 8و  7

نمونه و در سطح  10سازی را در های مدلو ویژگی

 بندیطبقه (P-valu < 0.0001) درصد 95ی دارمعنی

را  ECبا  TDSرابطه قوی بین  ،7کرده است. جدول 

 دهد.نشان می

بندیطبقه درخت و رگرسیون الگوریتم در TDS متغیر سازیمدل بر حاکم قانون -7جدول 
Table 7. The rule governing the modeling of the TDS element in the CART algorithm 

Rules Objects TDS(Pred) Nodes 

311 361.44 Node 1 
If Ec <= 380 then TDS = 221.3 in 8/0% of cases 25 221.32 Node 2 

If Ec (380; 425] then TDS = 260.2 in 11.9% of cases 37 260.16 Node 3 

If Ec (425; 466] then TDS = 285.3 in 10.0% of cases 31 285.29 Node 4 
If Ec (466; 513] then TDS = 314.4 in 10.0% of cases 31 314.42 Node 5 

If Ec (513; 578] then TDS = 347.7 in 20.3% of cases 63 347.71 Node 6 

If Ec (578; 632] then TDS = 394.1 in 10.0% of cases 31 394.06 Node 7 
If Ec (632; 683] then TDS = 427.2 in 10.0% of cases 31 427.16 Node 8 

If Ec (683; 750] then TDS = 459.6 in 10.0% of cases 31 459.61 Node 9 

If Ec > 750 then TDS = 549.9 in 10.0% of cases 31 549.9 Node 10 

 متغیر( 6همبستگی قوی و مثبت )شکل  به توجه با

TH  باTDS  وEC  3وCOH، Ca، Cl  وMg  8در جدول ،

غییر ت تأثیر بندیطبقهدر الگوریتم درخت رگرسیون و 

 سختی کل آب متغیرهای فوق بر متغیردر هر یک از 

 و تغییرات این متغیرها هارابطهالت از ح 119در 

(.7 )جدول شده است بینیپیش

رابطه متغیرهای غلظت رسوبات محلول  8در شکل 

آموزشی با الگوریتم رگرسیون  داده 321و سختی کل با 

سازی شده است. خوبی مدلهبندی بو درخت طبقه

 اردمعنیکه مطابق با مشاهدات، روند افزایشی و یطوربه

 1996تخمین زده شده است. در سال  TDSمتغیر 

و بر این  208های مشاهداتی طبق داده TDSمیزان 

سازی کرده است. در سال مدل 3/221اساس مدل آن را 
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 6/459افزایش یافته و مدل آن را  448به عدد  2021

 سازی کرده است. شبیه

را برای  لگوریتم درخت رگرسیون سختی کل آبا

است. بر این بینی کرده های مشاهداتی پیشداده 321

اساس که سختی کل دارای چندین روند متوالی ثابت 

است. مقدار  1969-2021افزایشی و کاهشی طی دوره 

و  2019در سال  100به  1996در سال  150آن، از 

( دارد. 200شی )عدد روند افزای 2021در سال  مجدداً

تأثیر افزایش دبی و افزایش تواند تحتکه این امر می

ین سال و کاهش مقدار غلظت مواد محلول بارندگی در ا

آب باشد.

 

 بندیطبقه درخت و رگرسیون الگوریتم در TH متغیر سازیمدل بر حاکم قانون -8جدول 

Table 8. The rule governing the modeling of the TH element in the regression and the classification tree algorithm 

Rules Objects TDS(Pred) Nodes 

311 237.2 Node 1 

If Cation <= 3.95 then TH = 135.3 in 10.3% of cases 32 135.3 Node 2 
If Cation (3.95; 4.35] then TH = 162.3 in 9.3% of cases 29 162.3 Node 3 

… … … Node … 
… … … Node … 

… … … Node … 

… … … Node … 
If Cation (4.35; 4.86] and %Na > 21.35 and Hco3 <= 3.15 and PH <= 8.25 and Ec > 

427 and Ca <= 1.60 then TH = 172.5 in 0/3% of cases 
1 172.5 Node 117 

If Cation (4.35; 4.86] and %Na > 21.35 and Hco3 <= 3.15 and PH <= 8.25 and Ec > 
427 and Ca (1/60; 2/20] then TH = 170 in 1/0% of cases 

3 170 Node 118 

If Cation (4.35; 4.86] and %Na > 21.35 and Hco3 <= 3.15 and PH <= 8.25 and Ec > 

427 and Ca > 2.20 then TH = 173 in 0.3% of cases 
1 173 Node 119 

 و رگرسیون الگوریتم در b-d اعتبارسنجی و a-c آموزشی هاینمونه (TDS و TH) آب کیفیت شیمیایی متغیرهای تخمین -8شکل 

بندیطبقه درخت
Fig. 8. Prediction of water quality elements (TDS, TH) training examples a-c and validation b-d in the algorithm 

 میزان اعتبار و دقت دو مدل 8 جدولدر : سنجیصحت

SVM   وRT  متغیربرای TDS  با یکدیگر مقایسه شده

بوده که  MAE 5/530میزان ، SVMدر مدل است. 

 میانگین این متغیر به توجه بهمقدار بالای این عدد 

شده،  سازیمدلنمونه  10برای  RTاست و در مدل 

، میزان همبستگی SVMاست. در مدل  6/22مقدار آن 

است. در مدل  98/0این ضریب  RTو در مدل  978/0

SVM مقدار ،MSE 8/8  و در مدلRT 2/3294   .است

 RTو در مدل  SVM 97/2در مدل  RMSEمیزان 

 برای SVMکلی دقت الگوریتم طوربهاست.  4/57

بالاتر است. TDS متغیر بینیپیش

و   SVM میزان اعتبار و دقت دو مدل 9 در جدول

RT  برای متغیرTH گیری و با یکدیگر مقایسه اندازه

،  RMSEهاضریب دقت در SVMشده است. در مدل 

MSE ،r  وMAE و  4/22 و 997/0، 6/2، 6/1ترتیب به
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 2/6 و 996/0، 3/132، 5/11ترتیب به RTدر مدل 

را با دقت  THمتغیر  RTو  SVMهای است. الگوریتم

قابل قبول است. سازی کرده وعالی و بالاتری مدل

TDS متغیر( SVM و RT)مدل ماشین یادگیری هایمدل سنجیصحت مقایسه -9 جدول

Table 9. Comparison of validation of model machine models (RT and SVM) TDS 

Regration Tree SVM 
TDS 

Obs-Pre Validation Training Cross-validation results 

22.6 226.705 473.226 530.548 MAE 
0.983 0.988 0.976 0.978 r 

3294.2 10.799 8.485 8.826 MSE 
57.4 3.3 2.91 2.97 RMSE 

TH متغیر( SVM و RT مدل) ماشین یادگیری هایمدل سنجیصحت مقایسه -10جدول 

Table 10. Comparison of validation of model machine models (RT and SVM) TDS 

Regression Tree SVM 
TH 

Obs-Pre Validation Training Cross-validation results 

6.2 12.378 8.228 22.384 MAE 

0.996 0.999 0.999 0.997 r 

132.3 2.885 2.386 2.613 MSE 

11.5 1.7 1.5 1.6 RMSE 

گیرینتیجه

نظر تراکم از کیفیت بادسترسی به آب سالم و 

شاخص مهمی در توسعه انسانی و  شیمیایی متغیرهای

و نظارت بر  بینیپیش، روازاین .بهداشت عمومی است

جلوگیری از افت کیفیت آب بسیار  برایکیفیت آب 

 است. الگوریتم آن شدنآلودهاز بدتر شدن و  مؤثرتر

یادگیری ماشین برای تحقق این اهداف با صرف هزینه 

کیفیت آب  سازیمدلو زمان کمتر و دقت بالاتر در 

ابزاری سودمند است. 

تخمین کیفیت دبی  منظوربهدر پژوهش حاضر 

 بینیپیشآبخیز چم انجیر و انتخاب مدل بهینه در 

کیفیت آب، دو الگوریتم؛ ماشین بردار پشتیبان و طبقه 

 ارزیابی شدند. متوسط املاح محلولدرختی رگرسیون 

 ،1996-2021 موردمطالعهچم انجیر در دوره آبخیز در 

متوسط سختی کل  ،بودهگرم در لیتر میلی 42/363

ها نشان داد که . یافتهاستگرم در لیتر میلی 6/236

 1969-2021شیمیایی آب در دوره متغیرهای غلظت 

نشان داد که نقطه   Pettitt Testنتایج  ،افزایشی بوده

 1985از سال  متغیرهااین  دارمعنیآغاز روند افزایشی و 

 بوده است.

الگوریتمنتایج نمودارهای ترسیم شده، نشان داد 

بینی ماشین بردار ویژه و درخت رگرسیون در پیش های

و سختی کل آب عملکرد و دقت بالایی  غلظت بار محلول

افزایشی کیفیت آب در آبخیز دارند. هر دو الگوریتم روند 

 بندیطبقهاند. طبق نتایج بینی کردهچم انجیر را پیش

 متغیربا  TDS متغیرالگوریتم درخت رگرسیون، رابطه 

EC شده است با افزایش  سازیمدل یخوببهEC  مقدار

TDS  بر اساس آخرین مشاهدات یابدمینیز افزایش .

 متغیری ترین ویژگدقیق معمولاًدرخت تصمیم )که 

کلسیم  6/0دهد(، افزایش بینی را نشان میمورد پیش

خواهد  THمیزان  گرم در لیترمیلی 103باعث افزایش 

  شد.

یادگیری ماشین،  سنجیصحتهای بر اساس یافته

، ضرایب بالای ضریب تعیین و یاعتبارسنجمقادیر 

 میانگین مربعات خطا، در پژوهش حاضر الگوریتم

 متغیرسازی بهتری در مدل عملکردماشین بردار ویژه 

چم  زآبخیغلظت رسوبات محلول و سختی کل  شیمیایی

 CARTو   SVMدو الگوریتم  سنجیصحتانجیر دارد. 

،MSE های مشاهداتی و برآوردی نشان داد ضرایبداده

r، MAE دو مدل در هر SVM  وCART تفاوت ندارند. 

در  RMSEاما برآوردهای سختی آب و بار معلق میزان 

بوده است. همچنین،  درصد 10کمتر از  SVMالگوریتم  

به صفر  SVMهای آموزشی در مدل داده Biasمیزان 

نتایج بهتری در  SVMنزدیک است؛ بنابراین، الگوریتم 

ها حاصل میدر تخمین داده CARTمقایسه با الگوریتم 

 کند. 

رخداد دلیل بهدر آبخیز چم انجیر  ،نشان داد هاافتهی

 شناسیزمیندلیل عوامل به تغییر اقلیم و نوسان بارش،

و فرسایش سازندهای کارستیک، عبور رودخانه از 

 اضافه ،مناطق سکونتگاهی، تغییرات کاربری اراضی
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برداشت منابع آب در بخش کشاورزی و کاهش دبی 

های اخیر روند طی سالکیفیت آب  رودخانه

 پایش و نظارت بر کیفیت آب .استداشته  یافتهکاهش

نتایج مطالعات است. ضروری ربط مدیران ذیوسیله به

 نیبیپیشالگوریتم یکسانی برای  ،مشابه نشان داد

کیفیت آب وجود ندارد. 

 سنجیصحتنتایج حاصل از در این پژوهش نیز، 

مختلف یادگیری ماشین در برآورد  هایالگوریتم

درخت  هاینشان داد الگوریتمکیفیت آب،  هایداده

دقیق هادادهتصمیم و ماشین بردار ویژه در برآورد این 

های اعتبارسنجی سنجه. همچنین، نتایج تر هستند

دقت الگوریتم ماشین بردار ویژه در برآورد  ،نشان دادند

 انجیر بالاتر استکیفیت منابع آب سطحی آبخیز چم 

 مقدار TDSمتغیر  ، در برآوردSVMصحت الگوریتم )

RMSE=2.97  و برای متغیرTH  مقدارRMSE=1.6 

، برای این متغیرها به این RTاست. صحت الگوریتم 

.(است RMSE=11.5و  RMSE=57.2 ترتیب

 یقدردان و تشکر

 لرستان اینویسندگان از شرکت سهامی آب منطقه

همکاری در دسترسی به اطلاعات منابع آب  دلیلبه

.کنندیم یقدردانآبخیز چم انجیر تشکر و 

  تعارض منافع

 مسأله این و ندارد وجود منافعی تضاد مقاله این در

.است نویسندگان همه تأیید مورد
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